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In this ambitious book, the author proposes a fundamental new
approach to the study of one of the most central concepts in
social analysis, that of social structure. He critiques the leading
models and argues that each is inadequate to the task of ex-
plaining the complexity of structures that make up society and
the processes by which these structures are formed and are
interlinked.

A new conceptualization of the processes of societal forma-
tion is then presented, drawing on recent developments in the
physical, biological, and cognitive sciences. This conceptuali-
zation allows for a multiplicity of processes of structuration,
which the author refers to as logics, some of which function at
the individual or “micro” level of society, others of which func-
tion at the organizational or “meso” level, and still others at
the society-wide or “macro” level. The author terms this new
conceptualization a theory of heterarchy, and it is the first truly
comprehensive theory of societal structuration.
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Preface

This book is the result of ten years of measured thinking, adventurous
reading over a wide spectrum, and accelerated, almost compulsive writ-
ing as I neared the completion of my goal. With some trepidation, I
present here some provisional notions, taking stock of my progress at
this first stop in my ongoing program of research. Since my graduate
days at Harvard I have been bothered by the failure of sociologists to
address the fundamental question of upward structuration, an issue to
which I developed a special sensitivity there in the course of frequent
discussions with George C. Homans, Seymour M. Lipset, and Gino Ger-
mani. I owe to the last, among many other things, the cultivation of a
flexible, dynamic view of structural processes and collective agencies.
At the time, although admiring it considerably in secret, I was an out-
sider to Harrison C. White’s group, which was so successfully advancing
network research. Having read Wittgenstein, Kuhn, and Lakatos, I was
searching for a way to engage with the most fundamental issue of so-
ciology in a postpositivist, nonfoundational manner. I have been work-
ing since then, in silence, exploring the borders of our discipline. I now
feel that I have found an answer in what I would describe as the het-
erarchical conception of structuration. With this book, I stake a claim
to new fields and conceptions and invite one and all to come and plow
them together.

Given my rather heterodox trajectory, several influences on my
thought were rather indirect and from a distance. I have never met
Bourdieu, Boudon, Schelling, Edelman, or Hofstadter, whose work I
both value and appraise. Also, I have missed the pleasures associated
with the ongoing interaction with respected colleagues during the for-
mative stages of my project. Mark Granovetter and Harrison C. White
were the first to read my already completed manuscript and to give me
extremely valuable comments on it. This has become a much better
book as a result of their editorial advice, which I have tried to follow
to the extent possible at this stage. I must also express my gratitude to
Emily Loose and Andrée Lockwood, my Cambridge editors, for their
personal encouragement and highly professional editorial suggestions.
For all substantive problems, omissions, faux pas, creative misreadings,
and the like, I alone, of course, must bear all responsibility.

I would also like to acknowledge the special contributions made by
people in my own institution, Temple University. Here I must mention
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X Preface

the philosophers Joseph Margolis and Chuck Dyke with whom I have
shared a long association of labors on matters of postpositivist theoriz-
ing, the brain/mind, complexity, and emergence — many common
themes are woven individually in our respective works. My colleague
Leo Rigsby, a true alter ego, deserves my limitless gratitude for his
indefatigable support and enthusiastic encouragement for so many
years; without his trust and prodding, this project might not have taken
off at all. Thanks also to Doug Porpora, David Kutzik, and Donald
Eckard, who inspired me by their warm expectations, and to Maria
Gasi, Chris Gannon, Kostas Markou, and Vassilios Alexopoulos, who
helped me with the bibliographic checking and the completion of figures
and graphs.

I also wish to express my eternal gratitude and sincere apologies to
my beloved family for their understanding and ongoing support, their
many sacrifices and accommodations so that my project could be com-
pleted. They — and the many others I have referred to above — are real
coauthors of this work, as producers of its possibility, or as energizing
partners and interlocutors affecting its development at different
moments.



Introduction

In this book I propose to embark on an exploration of one of the most
difficult yet fundamental concepts of the natural and social sciences, the
concept of “structure.” This will not be an easy voyage — many a tall
ship has been wrecked in the course of such an enterprise. Nonetheless,
the call of the open sea can be still heard and the time seems to be ripe
for another daring undertaking. Let us then accept the challenge and
investigate this much used and abused notion which, as Neil Smelser
pointed out some time ago (1967), constitutes the chief conceptual focus
of sociology and of numerous cognate fields as well.

Since the 1970s, under the stewardship of Robert K. Merton and
Peter Blau, several conferences and ensuing publications have resulted
in (a) increasing the visibility of the issue of ‘“‘social structure,” (b)
mapping many previously held positions on the matter, and (c) height-
ening the realization that more progressive work was needed at both
the conceptual and empirical levels (Blau 1975a and b; Blau and Merton
1981; Coser 1975). This was certainly facilitated by the dynamic influ-
ence of French structuralism, which at the time still reigned supreme.
In the 1980s, this progress has been relatively halted, given the later
misadventures of formal structuralism and the significant change of
course in the social sciences away from the consideration of large social
structures and more in the direction of presumed processes of “mi-
crostructuration.” Giddens’s attempted mediation became very attrac-
tive to many people for a short time; but his work now looks more and
more like a diversion from the initial project and, certainly, as strate-
gically exhausted.! Similarly, the equally heralded, more collective
search for the missing “micro-macro link” (Alexander et al. 1987;
Hechter 1983b; Knorr-Cetina and Cicourel 1981; Lindenberg et al. 1986;
Wardell and Turner 1986) has been also proved - at least for the time
being - to be a dead end, for it has failed to uncover any significant
analytical mechanism(s) accounting for the processes of structuration
from the micro- to the robust macro-level. So at this point, we seem to
be at an impasse. Nonetheless all is not lost. Promising new ways of

! Sadly, I consider Giddens’s work on social structure a walk in a blind alley. Its
length is not a warrant of true theoretical elaboration and extension; it rather
looks like a new language in search of some application, but unable to lead to a
robust research program. I agree with Turner (1986a) and Elster (1985, 1989a)
that we need to move from “‘verbosity” to “mechanisms” of structuration.

1



2 Introduction

handling the issue of social structure do exist; but they are not available
within the strict disciplinary confines of sociology. By expanding the
search for new ideas to other relevant fields and to the exciting novel
conceptions and empirical findings of current physical sciences, one may
discover Ariadne’s thread leading out of the labyrinth. There are no
guarantees, of course — no absolutes or permanent foundations; only
pragmatic, relative but robust promises inspiring such an exploration.
Naturally, I intend to follow that route!

As the title suggests, my goal is to elucidate the logics of social
structure — indeed, of social structures. Why logics? Why structures?
This is not a simple matter to be resolved with a few explanatory
strokes — this is the subject of this entire book. Nonetheless, some
preliminary remarks are in order. To start with the notion of “struc-
tures,” we would preemptively point out that the opposition of an
abstract notion of structure (structure-type) to the many seemingly
empirical structures (structure-tokens) seems erroneous. ‘“‘Universal”
notions of structure have been rightly opposed on both theoretical
and empirical grounds. On the other hand, the naive presumption of
the existence of “empirical structures” has been thoroughly contested
as well: there are no empirical structures but interactional or social
systems structured by particular structuring mechanisms. To make
better sense of this, we will argue — and elaborate in later chapters
— that any proper theory of social structure unavoidably must rest on
a suitable metatheoretical notion of ‘level structure” populated by
different “‘structural” entities (i.e., systems of interaction, systems in-
volving externalities, social systems, and so on) exhibiting particu-
lar “structural” forms. This approach then pragmatically demarcates
second-order questions about structure in general (the “structure of
structures” as it were, the level structure, though not an abstract, uni-
versal conception of structure) from first-order questions about com-
monsensically presumed concrete structures (that is, structured
systems that are taken to be “real” even when, defensively, they are
construed as such only pragmatically or from an “internal realist”
point of view).? There are many “concrete structures” inscribed in
“structured systems” but their relations to each other and to the total
“structure” one may have in mind is neither simple nor easily un-

2 On the new pragmatic turn in the philosophy of science see Rorty (1979, 1982)
and Margolis (1986). Putnam’s notion of “internal realism” is explained in his
1981, 1982, 1987, 1988 (compare also Goodman 1978; Laudan 1977). I opt for
a form of intensional realism (linguistic—conceptual) along lines suggested by
Wittgenstein and Lakatos. In general, I believe that the scaffolding of Lakatos’s
notion of “Research Programmes” is very robust (though I dislike the narrow
interpretation offered by Wagner 1984).
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derstandable, nor does it exhibit perfect fit to a model of token-type
inclusion.

The analytical difficulty of spelling out the relations obtaining among
structures (not only among structured social systems) is compounded
by the fact that for different concrete structures there exist distinct
structuring operations or mechanisms. Thus the need to speak of the
logics of structures: the various operative mechanisms in a multidimen-
sional actional and structural topology that bring about structured sys-
tems exhibiting in a relative way an inscribed structural form. These
are the treacherous reefs and shoals that have endangered many other
efforts; namely, the realization that, if any serious advance is to be
made, it is absolutely necessary to discover and elucidate these, as we
shall see numerous, special structuring mechanisms producing, under-
lying, and animating the imputed structural forms of concrete structured
systems. These are the logics of structuration from the micro to the
intermediary and then to the robust macro levels (see their preliminary
inventory in the Appendix), logics to which others until now have just
alluded, and which must at this point become the focus of analysis.
Consequently, in this book I have committed myself to the task of (a)
articulating the progressive strategies fruitfully implemented in the
study of social structure; (b) teasing out and elaborating significant
forms of “structure” at different levels of size and complexity; and (c)
analyzing the particular mechanisms involved in the production/emer-
gence of these concrete structures.

The book is divided into five parts. Part I refers exclusively to the
various epistemic strategies currently used in the physical and biological
sciences and describes in more detail the new “emergentist” programs
of research now flourishing in many scientific domains. This strategy
may appear to many to be mistaken. Indeed, with the demise of the
logical positivist model of science (see the story in Suppe 1977), the
pendulum has moved in the opposite direction, to the point that once
more one finds most sociologists arguing on behalf of the radical in-
commensurability of the respective explanatory models, if not for the
outright rejection of the entire scientific enterprise. In the process, not
much attention has been paid to the significant changes taking place in
many scientific fields, changes which permit for the first time a real
rapprochement of physical, biological, and social sciences on equal foot-
ing. In this sense, the study of current scientific and philosophical con-
ceptions of “epistemic strategies,” “emergence,” and “‘structure” is
extremely important for social theory. The message one gets from the
recent developments in these domains is that the physicalist, Newto-
nian-Laplacean (dogmatic empiricist, mechanistic, equilibrium-based,
atomistic) model of the world is superseded by a more robust, emer-
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gentist one, hospitable to the habitus of social scientists, who will find
nothing offending their sensibilities in the current views favoring the
ascription of semiautonomy and of a sui generis character to the social
structural as well as the mental phenomena - indeed to all emergent
phenomena. Since these positions are quite new and not widely known,
a survey of the major advances in the physical, biological, and cognitive
sciences, bearing on the issues at hand, seems indispensable. It could
then be shown that a new convergent model has emerged — a nonre-
ductive, nonequilibrium, multilevel conceptualization of phenomena,
which is currently revolutionizing these sciences and which could pro-
vide support for a different and more successful recasting of the notion
of social structure.

Therefore, we want first to focus on the strategies, proposals, and
debates in the philosophy of science and the research practices of the
scientists themselves. There are four chapters here addressing these is-
sues: Chapter 1, “Epistemic strategies in contemporary science,” pre-
sents five metatheoretical, second-order strategies guiding first-order
theoretical research programs and low-level empirical research. These
are called the reductionist, constructionist, heterarchical, hierarchical,
and transcendent/holist epistemic strategies. Chapter 2, ““The dynamics
of emergence,” reviews recent developments and debates in the phys-
ical, biological, and cognitive sciences, all of which seem to converge
on the point that the world provides ample evidence of emergence, that
it forms a level structure, and that the proper approach to the world
should be based on a robust nonreductive materialist or “‘integrated
pluralist” philosophy of science. As a result of this review of numerous
scientific research programs I take it as a well-corroborated posit that
the “emergentist epistemic strategies” of constructionism, heterarchy,
and hierarchy are superior to the older and more extreme views of
reduction and holism. Chapter 3, ‘“The nature of hierarchical and het-
erarchical organization,” focuses on clarifying the meaning of ‘“hierar-
chy” and ‘“‘heterarchy,” the more robust as well as recent forms of
emergentism. In this chapter the differences between hierarchical and
heterarchical organization of phenomena are illuminated in a number
of examples. I end by justifying my preference for the heterarchical
approach, which I use to ground a metatheory of social structure in
Parts IV and V. Chapter 4, “Some formal theses on hierarchy and het-
erarchy,” specifies in a more formal way the differences between the
two robust emergentist strategies. A number of theses are posited de-
tailing and codifying the characteristics of these two strategies. After
concluding this part, the reader ought to form the impression that, of
the five candidate strategies, three (constructionism, heterarchy, hier-
archy) are admissible as progressive metatheoretical research programs
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and, of these three, heterarchy is preferable on grounds of relative com-
parative merit.

In Part II we focus on the applications of the constructionist epistemic
strategies to social phenomena in order to spell out what I call the
constructionist or compositionist logics operative in the production of
emergence. This strategy marks the first break with reductionism and,
as argued in Chapter 2, is the preferred choice of many leading physi-
cists and molecular biologists. In the domain of the social sciences, con-
structionism is represented by those research programs that begin to
theorize the partly continuous, partly discontinuous emergence of social
structure out of individual (intentional, rational, or other) actions and
ensuing “‘systems of interaction.” Usually, the emphasis falls on discon-
tinuities and the emergent paradoxical effects. In any case, phenomena
are explored that are said to be beyond the intentions, understanding,
or control of the participating individual actors; and, of course, the
higher the level and the more complex the systems of interactions, the
more pronounced are the discontinuities presumed to be and the more
complex the structural products. We pursue this strategy in three
chapters, initially discussing several forms of the radical reductionist
program. Chapter 5, ‘“Methodological individualism,” presents the
archetypal versions of reductionism in the social sciences. Here we an-
alytically demarcate four types of predicates (individual-, relational-,
conventional/institutional-, and structural-) implicated and intertwined
in the texture of human social phenomena. On this basis we critique
the foundations and appraise the prospects of six forms of methodo-
logical individualism. Chapter 6, “Constructionism/compositionism: el-
ementary notions,” introduces the constructionist views as they apply
to the case at hand. Here we briefly discuss the exchange and network
models as well as the game theoretical logic, focusing on the work of
Raymond Boudon, Thomas Schelling, Mancur Olson, and Jon Elster.
Chapter 7, “Complex systems of interaction,” is devoted to the further
extension and elaboration of game-theoretical and other models to
higher levels of structures. We look at “corporate” and “collective”
actors, many-actor systems of interdependence, systems involving com-
plex and compounded externalities, and more complex ‘“entangled
systems.”

Part III focuses on the Logics of hierarchy for reasons of symmetry.
Here the emergence of structure is seen not as a byproduct of aggre-
gated individual actions but as derived from quasi-local, semiglobal, and
global characteristics or macrovariables, such as size, phase-separated
aggregate interactions, the coupling of lower-level structures, and new
mechanisms of structuration and their ensuing structural effects. Fur-
thermore, individual action is conceived as parameterized by the se-
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miglobal or global characteristics of the structural systems, the latter
said to have authoritatively superseded the former and to exert a down-
ward influence over them. Chapter 8, “Hierarchy theory and postfunc-
tional analysis,” is intended as the antipode of Chapter 5: Here we
present an analytical summary of the tumultuous career of the various
forms of ““functionalism,” the backdrop for all “holist”” versions of the-
ory, and proceed to evaluate the prospects of holism on the basis of an
extended articulation of changes that have taken place in the fields of
physical chemistry, molecular biology, and ecosystem modeling. We
then posit a “postfunctional” mode of analysis as the only viable form
in the research program of former functionalists. Chapter 9, ‘““The hi-
erarchical theory of social structure,” explores a number of previous
conceptualizations of social structure along hierarchical lines (Bunge,
Hernes) and details the extent to which the “received view of Marxist
theory” is an exemplary instance of a hierarchical structural theory.

Part IV deals with Heterarchical logics, which I personally favor. This
is the most complex type and is situated midway between the construc-
tionist and the hierarchical logics. Here I build on Hofstadter’s (1979)
erudite, pathbreaking, analyses of heterarchical, tangled systems, plac-
ing emphasis on the analytical characteristics of the heterarchical mod-
el of social structure. Chapter 10, “Heterarchical thinking in social
thought,”” presents various theories of “structuration,” and attempts to
go beyond the limits of the constructionist microstructuration programs
(by introducing the dialectic between agency and structure). I also offer
here my own basic views on the heterarchical organization of social
structures as a positive heuristic of an ongoing research program on this
subject. The ideas presented here are then further developed and ap-
plied in the next part. Chapter 11, “Neural networks as a model of
structure,” by far the most speculative section in the book, discusses
the very novel conception of “neural networks” as a possible advanced
model of social structure. Various parallels between the neuronal/men-
tal and individual/social discontinuous connections are surveyed and
appraised.

Part V addresses issues relative to the Phenomenology of social struc-
tures in accordance with the basic canons of the “logic of heterarchy.”
Here we offer a description of a matrix composed of structural types
and structural levels and elaborate the relations obtaining not only be-
tween structures at a given level but, more importantly, between struc-
tures at adjacent levels; expectedly, these interlevel relations of
structures are the more complex and difficult since, under the heter-
archical canons, they are presumed to be entangled, not authoritatively
subsumed under each other as in a hierarchy. Chapter 12, “Modalities
and systems of interaction,” posits various modalities of interactions
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implicated in the process of ‘“‘emergence.” We review several relevant
proposals and then discuss the varieties of types of systems of interac-
tion, the micrologics animating them, and the structural effects emerg-
ing out of them. Chapter 13, “Heterarchical levels of social structure,”
outlines a concrete description of upward heterarchical (entangled in-
terlevel) structuration. We describe three levels of social structures:
groupings, fields, and totalities. We then proceed to analyze the first
two levels: We describe the distinct social structures populating them,
establish the important intralevel as well as interlevel connections, and
articulate the mode of their emergence. Chapter 14, “On structural to-
talities,” posits several detailed examples of structural totalities (such
as “‘class structures” or “the world system”) and investigates the modes
of their emergence and functioning, along heterarchical, not hierarchi-
cal or holist lines.

In Chapter 15, we reach some important conclusions, which we offer
as recommendations to social theorists pursuing agendas relative to the
study of social structures. We adduce certain preliminary results as
guideposts for further development and we locate several issues in need
of further clarification. Finally, we point out possible points of contes-
tation and invite interested scholars to apply analytical scrutiny to these
and to the rest of this work.

For reasons of proper closure we offer an Appendix and a Glossary.
In the Appendix we inventory and briefly discuss numerous logics of
structuration that need further elaboration. They are placed there in
order to indicate their tentative nature as parts of an ongoing program
of research into the character of such logics and their possible concat-
enations. I will focus on these logics in forthcoming work. The Glossary
brings together brief explanations of philosophical and scientific terms.
Readers will find the Glossary especially helpful for Part I. Words in-
cluded in the Glossary appear in boldface in the text.

The reader should be advised that there are some rough waters in
Chapters 24, 8, and 11. It may be sufficient, in the beginning, for one
to focus on Chapter 1, then read Chapters 5-7, 9, 10, 12-14. Upon
completion of these chapters one may then return to the more compli-
cated “scientific”” descriptions and arguments in the previously omitted
chapters. In the end, I believe, it is important for understanding my
argument that one cover the whole terrain.

In addressing this book to my professional colleagues in sociology
and cognate disciplines, I do no more than offer my preliminary results
as a starting point for appraisal and reevaluation of our thinking. I
cherish the hope that it may be found useful to our fields in some
meaningful way.






Part I
Metatheoretical considerations

Part 1 focuses on the recent developments in many scientific fields
(physics, biochemistry, population ecology, neuroscience) where there
has been a dramatic shift away from the dogmatic reductionist epistemic
strategy and toward a dynamic and emergentist conceptualization of
various kinds of phenomena along new — constructionist, heterarchical,
and hierarchical - lines of thought. This informal introduction to current
scientific issues and debates, prior to any consideration of the already
available sociological approaches, will help us, I believe, to see the
problem of social structure in a new light.

There are four chapters in this part and they address the following
issues: the five basic epistemic strategies of reductionism, construction-
ism, heterarchy, hierarchy, and transcendence/heolism, which provide a
conceptual map within which subsequent discourses can be located
(Chapter 1); the case against reductionism and in favor of emergence
(Chapter 2); and the empirical (Chapter 3) and formal (Chapter 4)
demarcation between the two higher forms of emergence, heterarchy
and hierarchy.

As 1 stated in the introduction, the going here, especially in Chapter
2, may be unfamiliar for many readers, as it was for me when I started
this research program. Because of our professional socialization most
of us have built an aversion to “heavy” science, or have grown unac-
customed to its latest vocabularies and models. Yet, I have come to
believe that the effort of investigating some of these models is very
worthwhile. I would recommend to the wary colleague to first read this
part quickly, and then proceed to the better known material of later
chapters with a plan to return to this section for a second, more elab-
orate reading.






1 Epistemic strategies
in contemporary science

One of the most puzzling issues among modern scientists and philoso-
phers has been that of whether or not, for virtually all the domains of
nature, higher levels of organization are determined — and therefore
also explained — by lower levels of organization. Two obvious answers
are available to this question informing two antithetical positions on the
matter: (1) an epistemic belief in elementarism or microdeterminism
holding that lower-level parts determine and explain the composition
and behavior of higher-level wholes; or (2) an epistemic belief in holism
and/or macrodeterminism, which asserts that higher level wholes are
something distinct from the parts they incorporate and are, therefore,
independent of them. Elementarism and holism, irreconcilable oppo-
nents, have been with us from the outset of philosophical inquiry. We
saw them clash most recently when, in the 1930s and 1940s, the
advancing armies of logical pesitivists and their allies attempted to
enthrone elementarism, that is, behaviorism, physicalism, and method-
ological individualism, in the empires of science and philosophy. Today,
in the postpositivist era, we still find ourselves entangled in and puzzled
by the old dilemma - but now, at least, several new alternatives are
open to us.

Epistemic strategies

Were one to complete a survey of contemporary science and philos-
ophy of science, including the most recent and exciting work, one
would discover five basic epistemic strategies that either have been
already utilized in previous research or are currently proposed as more
appropriate alternatives to previously-utilized strategies. I call these
“‘epistemic strategies” with the understanding that they are, basically,
pragmatic epistemic designs, rooted in provisional or permanent on-
tological commitments, and informing and guiding more specific meth-
odological orientations. I believe that in actual scientific practice (but
also in most of the less ethereal practices of philosophers) ontological
and epistemological positions are intertwined and difficult to disen-
tangle; the same is true of the relevant epistemological and meth-
odological claims. In defense of these strategies, proponents claim that
the orientation at hand is purely methodological; while at the same
time stronger epistemological claims are allowed to surface for the

11



12 Metatheoretical considerations

purpose of augmenting the symbolic power of the given research pro-
gram over its competitors and critics.! In many cases, therefore, this
epistemic theorizing is a composite of interrelated ontological, epis-
temological, and methodological preferences and stratagems initializ-
ing a research agenda in philosophical discourse as well as in any local
scientific practice.

We can call these five epistemic strategies:

(1) the strategy of reduction (elementarism proper);

(2) the strategy of construction or compositional emergence;
(3) the strategy of heterarchy or heterarchical emergence;
(4) the strategy of hierarchy or hierarchical emergence;

(5) the strategy of systemic transcendence (holism proper).

We will start with a preliminary definition of these terms, before
proceeding to their elucidation and the investigation of the dispositions
and mechanisms they imply.

(1) We may define the strategy of reduction (reductionism) as ad-
hering to a strict microdeterminism, that is, wholes are nothing more
than their parts suitably combined to form a certain level of complexity
and, thus, that higher levels of organization are determined and ex-
plained by their lower levels of organization, down to the most ele-
mentary level of quantum physics.

(2) In contrast, the strategy of construction or composition is rooted
in a partial microdeterminism, but also pays significant attention to re-
lational-interactional and contextual-ecological variables. That is, this
strategy considers the higher levels of organization as products not
merely of the aggregation or integration of lower level parts, but of the
interaction of these parts and with the contextual-ecological “exigen-
cies.” The result is a constructionist, weak emergence of novel forms
and properties practically irreducible to their constituent parts.

(3) The strategy of heterarchy (moderate emergence), the newest
and, admittedly, least developed, strategy, is defined as underdetermi-
nation of the macrostructure(s) by the given microparts and as semi-
autonomous emergence of higher-level phenomena out of lower level
phenomena. Therefore it is a strategy that supports a nonreductive ma-

! The notion that epistemic strategies compress ontological, epistemological, and
methodological commitments into an overarching form of “strategic behavior”
derives from Lakatos (1978) and Bourdieu (1977a, 1986b, 1988, 1990). There
is a rhetoric of theory and research implicated in any epistemic strategy, be-
cause the latter is a form of argumentative discourse. A study of the texts and
subtexts, say, of Elster would demonstrate this beyond any reasonable doubt
(cf. 1985, 1986a, 1989, and in Roemer 1986). On my view, any research program
incorporates many discursive apparatuses — conceptual, logical, pragmatically
empirical, rhetorical, technical, inscriptive, and so on.
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terialist position, explaining the emergence of novelty and higher-level
properties and laws without falling into untenable dualist or idealist
traps.?

(4) Hierarchy (strong emergency), is a full-fledged hierarchical emer-
gence of more robust macroentities and partial overdetermination of the
microparts by the dominant, organizing principles of the new higher
entities. Hierarchy is a modified, and clearly more defensible, substitute
for holism.

(5) Finally, the strategy of systemic transcendence (systemic func-
tionalism, vitalism, holism) is defined as a downward, strong determi-
nation of the microparts by the macrosystem; the latter seen as an
autonomous, higher entity superimposed on the lower systemic parts in
a control-hierarchical manner that clearly supports the claims of a du-
alist metaphysics.

These five strategies, of course, have been unevenly developed. The
two extremes, reductionism and holism, have been around since ancient
times. The three intermediate types have more recent origins - evidence
has been amassed on their behalf primarily in the last twenty or thirty
years, and it is only in the last ten or fifteen years that arguments in
favor of hierarchical epistemic claims have been provided at all. Even
now the rhetorical debates in “normal science,” especially in the social
sciences, seem rather to be revolving around the extreme claims and
countercharges of reductionism and holism, although the more ad-
vanced work of current “revolutionary science” is done and promoted
by leading exponents of constructionist, heterarchical, and hierarchical
strategies. Occasionally, proponents of extreme views manage to appear
also to be speaking on behalf of the moderate views closest to their
own. For example, reductionists have used a variety of constructionist
arguments against the so-called “vitalists,” and systemic functionalists
have used the generalized rhetoric of emergence in the broadest pos-
sible sense to countenance the reductive efforts of ‘“‘atomists” of all
sorts. We will see later on in Chapters 5 and 6 how, for instance, Elster
uses this rhetorical method on behalf of methodological individualism
to attack all other types of theories as being inadmissibly and unsci-
entifically “holistic.” One must be quite careful not to fall for the rhe-
torical traps of either extreme view.

2 Nonreductive materialism is an emergentist philosophy (see Margolis 1978)
committed to the recent scientific and historicist talk of “emergence” and “in-
tegrated pluralism.” It opposes reductionism as well as dualism, which is de-
scribed as the philosophical view that the world is composed of at least two
distinct, metaphysical substances, such as the Platonic matter and ideas, or Car-
tesian body and soul, or brain and consciousness (Eccles 1989; Popper and
Eccles 1984; Sperry 1969, 1976).
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In this chapter I proceed to demarcate the basic premises and claims
of each of these analytically distinct epistemic strategies. This will en-
able us to eliminate a significant degree of conceptual fogginess in the
social sciences. My goal is to provide a primary conceptual map, which
will help us navigate through a large amount of social science material,
both theoretical and empirical. At this stage, however, the examples I
offer are drawn mostly from the recent literature of physical and bio-
logical sciences, so as to be domain-neutral to the social scientists. With
these provisos in place, let us proceed to the strategies.

Reduction

Reductionists are reductive materialists, logical positivists, and, in the
strictest sense, physicalists, elementarists, and atomists. Arguing that
wholes are no more than their parts and that higher levels of organi-
zation of phenomena are fully determined and explained by lower levels
of organization, they maintain the theory of an eventual reduction of
all knowledge to that of elementary physical properties and their de-
terminable relations. In a general sense, this implies a set of more spe-
cial claims:

» that all properties of higher phenomena are reducible to other
known properties of lower phenomena;

« that all laws and regularities of higher phenomena are also re-
ducible to laws and regularities of lower phenomena; and

+ that, perforce, all conceptual novelties and theoretical terms de-
scribing a higher-level domain are reducible to concepts and
theoretical terms defined in the relevant lower-level domain.

Notice that the reductionist game can be played in an aggressive or
a defensive way, that is, either by proving straightforwardly that reduc-
tion is possible in some specifiable steps, or by counterarguing that
claims of emergence (in the broad sense of the term, especially as in-
cluded in the 4th and 5th strategies) have been exaggerated and are
unprovable, weak, or trivial. But what is the reductive claim itself? Ba-
sically, that certain key macroproperties can be said or shown to be the
direct result of constitutive microproperties, which therefore are deter-
mining and explaining the former. This involves one of the following
two claims:

(1) That the macroproperties of a system or entity are nothing but
the mere aggregate of the properties of its microparts, so that one may
say that microproperties and macroproperties are identical or, at least,
that most of the microparts possess properties similar to and adding up
to the macroproperties of the system. A typical example would be the
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equivalence of the mass of a system with the sum of the masses of its
microparts, by virtue of which a reductionist would say that an expla-
nation of the former in terms of the latter is the only correct scientific
procedure. In general, ceteris paribus, all questions of mass, size, ex-
tension, and quantity seem to avail themselves to this type of reduction,
which has been called an “Empedoclean” type of microexplanation
(Klee 1984).

(2) That the macroproperties of a system or entity, which appear to
be different from the properties of its microparts, in fact result from
the direct and complex integration of these microproperties. This so-
called “Democritean” type of microexplanation is supposed to explain
any macroproperty at a higher level of organization by reducing it to
other (different) lower-level properties in some complex integration.
The reductionist cites the explanation of the color of a system in terms
of the absorption and reflection properties of its uncolored microparts.
One could similarly microexplain the properties of water by reducing
them to the different properties of oxygen and hydrogen, properly con-
strued in a complex integration. However, this seemingly obvious ex-
planation has been met with numerous objections supported by relevant
counterexamples. Consider, for instance, the standard quantum-
mechanical view of molecular structure, which challenges the simpler
Empedoclean conception: “the space distribution of electrons in mol-
ecules, the set of the energy levels of electrons, and the probability of
transition between them determine the optical, electric, and magnetic
properties of molecules” (Vol’kenshtein 1970:4). Here reference is not
made to the properties of the microparts as elementary units but to a
stochastically behaving system having collective properties. Similarly,
combining the light metal sodium with the poisonous gas chlorine re-
sults in salt, which has no metallic structure and is not poisonous
(Rensch in Pattee 1973). Certainly, these counterexamples seem suffi-
cient to disturb the lulling intuitiveness of the reductive arguments and
leave us perplexed.

It appears, then, that the Democritean type of microreduction is more
complex than it seems and cannot be accepted uncritically. Looking at
the notion of integration in more analytical detail we can argue that it
incorporates and conflates the following problematic and unduly un-
qualified commitments.

(1) The reductionist integration appears to be due to the inherent
potentialities and determinations of the microparts themselves and noth-
ing else — an unacceptable essentialist line (Margolis 1978; Popper 1966,
1974; Rorty 1979, 1982) — where bonding is but the enactment of this
determination expressed through ““affinities” and “‘valences”; but is this
essentialism—immanentism (i.e., that matter deterministically includes in
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itself all its future forms) scientific? Many leading physicists (P. W. An-
derson, Bohm, Eigen, Prigogine, Feynman, R. Rosen, Wheeler, among
others) would answer in the negative. Prigogine and Stengers, for ex-
ample, referring to the paradoxical case of the Bénard instability, argue
forcefully that, while the parameters describing crystal structures could
be derived from the properties of the molecules of which they are com-
posed, “Bénard cells, like all dissipative structures, are essentially a
reflection of the global situation of nonequilibrium producing them”
(1984:143-144). The emphasis is on context interaction, not on imma-
nentist essence.

(2) The reductionist integration appears size- and quantity-
independent, that is, the existence of different numbers of microparts
and their quantitative magnitude are treated as rather irrelevant by the
Democritean microreductionist. This assumes, for example, that physi-
cochemical interactions among the many (say, many atoms of the same
element) and different (say, many atoms of different elements) micro-
parts follow a fixed order and that there are no uncertainties, instabil-
ities, or nonequilibrium states that affect the integration process.
Absent, too, is any consideration of the favoring of certain microparts
that are quantitatively more abundant in the given natural or experi-
mental setting. It is also assumed that integration is time-independent,
in the sense that it is taken to be rather instantaneous and global, as if
differential sequencing of bonding of different and unequal microparts
has no bearing on the resultant form of integration. Yet, as the work
of Prigogine and his associates in physical chemistry (Glasdorf, G. Ni-
colis, J. Nicholis), of Eigen and Stanley Fox and his associates in the
biochemistry of life (see Matsuno et al. 1984, 1989; Wolman 1981), and
several other leading researchers have demonstrated, history (due to
bifurcation branches, chaotic processes, template specificity, prebiotic
and biotic natural selection) is necessarily involved in integration lead-
ing to higher levels of phenomena. Indeed, integration involves a) var-
ious possible paths and sequences, and b) sequential reactions having
their own history, which concurrently change the context of future re-
actions and structures.

The reductionist denigrates the significance of many types of medi-
ating nonlinear processes and mechanisms of structuration, such as the
several forms of catalysis and hypercyclic organization, and so on, sim-
ply because they do not fit the theory. In case after case, from physical
chemistry to the development of L-amino acids (see Chapter 2), or in
the case of protocell formation (in Stanley Fox’s lab), the internalist,
strict microdeterminist view proves indefensible.

(3) In addition to the contextualist arguments raised above, in the re-
ductionist conception of the Democritean integration no reference is



Epistemic strategies in contemporary science 17

made to the forces of selection and the post-selectionist articulation of
the structured entities. For example, the philosopher Klee, a defender of
reductionism, while making a passing reference to the ‘‘evolutionary
view of the development of the universe” and accepting that ‘“as matter
arranges itself into increasingly complex locally stable systems, proper-
ties (particularly complex structural properties) are likely to appear that
have not appeared before,” still holds that “it does not follow that P (the
novel property) was not determined by MS (the microparts)” (1984:51).
The robustness of this claim necessitates a strict and complete determi-
nation of P by the MS. For the reductionist, given that microdetermina-
tion is an internal affair of the potentialities of the microparts, selection
and evolutionary theory remain problematical if not outright antithetical.
Ditto for the various autopoetic processes, grounded on all sorts of non-
linear dynamics and informing the various prebiotic and biological proc-
esses, such as coding, self-replication, and self-directed development
(Jungck 1984; Weiss 1968, 1969; Zeleny 1980, 1981, among others).

We may conclude that a Democritean type of microdetermination
may possibly be involved in some simple physicochemical instances,
such as in simple compounds in conditions of context-free interactions,
but it cannot be assumed to be directly operative in more complex
cases, where size, quantity, mediating nonlinear processes, history, con-
text, and selection introduce intervening and external components bear-
ing directly on the mode of integration. For these reasons, Popper
(1974, 1982) is undoubtedly correct in calling reductionism a necessary
and partially successful, yet incomplete and, in principle, mistaken
methodological strategy.

Construction/composition

Under the name of constructionism/compositionism we may classify all
epistemic strategies that investigate the emergence of constructed nov-
elty in nature. Two forms of constructionism have been discussed in
the literature: a) formal or axiomatic constructionism and b) experi-
mental (including computational) constructionism.

Formal or axiomatic constructionism is the strategy of logico-
mathematically producing a possible set of products or architectures
derived from a set of elements related by a set of operators; the struc-
tures so generated are supposed to be formally exhaustive (were it not
for Godel’s demon?®) and include all actual and potential products. The

3 Godel’s demon is the mathematical demonstration that any large enough sys-
tem, such as arithmetic, can be shown to include or produce undecidable, i.e.,
potentially contradictory, theorems. To remedy this undecidability systems
must be small and, therefore, incomplete. Such a demonstration hits hard any
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trouble with formal constructionism is that it usually produces innu-
merable possible architectures, only a small fraction of which are actual
or realistically possible; it does not incorporate causal efficacy in the
production of these architectures so as to properly distinguish the ac-
tual, or the feasible, from the empirically unsustainable, or outright im-
possible. We have already seen how reductionism seems to partially fall
into an equivalent trap. In the case of formal constructionism, too, the
temptation is to regress into structural reductionism, according to which
all higher-level phenomena can be explained by reference to lower-level
phenomena forming their microparts together with a set of abstract,
logico-mathematical operations which have universal validity. This
neo-Kantian orientation conflates formal and efficient causes and, given
its commitment to the sharp demarcation of form and content, concedes
to the positivist microreductionist the identity of the material/ontic sub-
strate of both the higher and lower levels of phenomena.
Experimental constructionism, by contrast, has been proposed by a
variety of physicists, physicochemists and molecular biologists and has
been strongly supported by their work. Support has come not only from
the flamboyant work of Prigogine and Haken and associates, or the
more austere work of the Fox group, but also the cautious work of
P. W. Anderson (1972, 1983, 1984) on symmetry breaking and the spin-
glass model of prebiotic evolution, and of A. J. Leggett on quantum
mechanics and macroscopic realism (Leggett 1987; Leggett and Garg
1985). Experimental constructionism focuses on the actual and/or re-
alistically possible products that may emerge in the laboratory setting
under various theoretical and methodological conditions. For example,
researchers might approximate the conditions that were most likely
present, at specifiable times of prebiotic evolution on Earth, or they
might construct feasible conditions for experimental or computational
research in the physics of many-bodies, or BZ-like chemical syntheses,*
or neural networks. In the case of prebiotic and protobiotic evolution,

rigorous logico-mathematical formalism supposed to operate on large-scale
phenomena - e.g., game theory, or deductive theories of society suggested by
Turner (1986b). On Godel’s proof see Davis (1965).

The constructionist—ecological model of collective constraints, applicable to the
physical and prebiotic evolutionary phenomena, seems to imply a weaker sense
of externality: the environment provides possibilities for selection, somewhat
biases the process, but does not select particular developmental paths. As
P. W. Anderson remarked cautiously, symmetry-breaking is evident mostly in
driven systems. On the other hand, Prigogine’s arguments about dissipative
structures indicate a strong sense of collective constraining. Too, some of the
research in molecular biology on the origin of life indicates that “‘selection” is
a short-hand term implicating a variety of specific biochemical mechanisms —
hydrophobicity, light-absorption, oxidation, nucleation, lipidlike excitation, or
membranicity.

&
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for instance, the specification of parameters emphasized by experimen-
tal and computational constructionists is supposed to capture the real
conditions and influences of the environment and the optimal number,
kind, and quantities of the interacting, biologically important ingredi-
ents required to produce microspheres, membranes, protocells (urzel-
len), and the like (see Chapter 2). The emphasis here begins to shift,
to a large extent, from the formally possible to the conditionally (re-
lationally and environmentally) possible. This is true of most, if not all,
informational systems — all nonlinear dynamical systems from physics
to chemistry and, then, to biology. As Rohfling put it, “which option(s)
a self-ordering, informational system takes depends very much on the
surrounding (conditions) in which the system occurs. . . . [In] each case,
the information content is present, but the expression of the content is
mediated or constrained by the conditions” (1984:33). Clearly, this ac-
cords well with the comments I made earlier in my critique of reduc-
tionism. In a similar vein, Hsu summarizes the constructionist position
of Fox and associates’ work on the proteinoid model in the “origins of
life”” research program:

In considering simple chemical reactions, what theoretically can happen is es-
sentially governed by the stereochemical state of the reactants and the ther-
modynamics of the system. Under a particular set of circumstances, however,
only one of any number of theoretical possibilities is allowed to happen . .. The
laws of physics and chemistry provide the guidelines (order) for a limited va-
riety of possible interactions (limited variability). The environment at large then
selects which particular reaction will actually take place. Natural selection does
not determine what reactions are potentially possible, but dictates the direction
of the change. When simple reactions are sequentially connected into pathways,
patterns of molecular evolution become evident. (1984:402)

This clear statement sets straight the parameters of the compositionist—
experimental constructionist strategy: It is an epistemic strategy pushing
the “formal” constructionist results (i.e., the abstract set of all possible
products) into the background and bringing into the foreground the
concrete, limited set of actual experimental and historical (as well as
computational-experimental) products, placing emphasis on particular
circumstances, number, kind, and quantity of reactants, the Markovian
history of interaction pathways, and other similar characteristics. Con-
structionism, therefore, is already an historico—ecological (nonlinear, ir-
reversible, and field-theoretical) approach to the emergence of various
categories of phenomena, even at the prebiotic level. However, exper-
imental constructionism commits itself to a weak notion of emergence
devoid of many characteristics that the more robust strategies of emer-
gence emphasize in their discourse.

That interactionist—ecological lines of thought are prominent today
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in biochemistry and molecular biology (at the level of macromolecular
structures) is not so strange. What is more challenging, especially if
completely validated, is the work that shows that environmental exter-
nalities — collective—interactional and field forces — have a particular
role even in physical chemistry (the more extreme Prigoginean argu-
ments) and at quantum levels involving two, three, or many-body quan-
tum systems (quantum chaos). Recent work has opened surprising new
vistas in these areas and has indicated the existence of novel mecha-
nisms explaining such occurrences (Leggett 1987; Pool 1989; Stewart
1989). We will return to these issues in the next chapter and throughout
the rest of the book. The ideas of a continuous line of investigators
have provided solid ground for constructionism/compositionism to com-
pete successfully against the older views of reductionism.

There exist, however, both weak and strong constructionist argu-
ments. Examples from quantum mechanics, many-body physics, and
solid-state physics support the view that external fields and conditions
exert an interactional-ecological influence on microentities (e.g., hydro-
gen atoms in microwave or magnetic fields [Pool 1989; Scadron 1985])
pushing the system to strange, weakly emergent behaviors. It is still
disputed if at this level historicity (irreversibility) and dissipative struc-
tures are also produced in a sustained manner (P. W. Anderson 1984;
Pagels 1985; Serra et al. 1986). On the other hand, examples from the
macromolecular prebiotic domain have corroborated the claim of a
stronger interactional-selectionist process taking place: several forms of
pre-Darwinian adaptation to external conditions including new specia-
tion (Matsuno et al. 1984, 1989; cf. Cairns-Smith 1986; Solla et al. 1986;
Wicken 1987). These examples bring us closer to the Darwinian and
stronger, post-Darwinian notions of irreversible adaptive selection and
other forms of “aptation” (Gould and Vrba 1982; Vrba and Eldredge
1984; Weber, Depew, and Smith 1988), which push to the limit - and
probably beyond - the compositionist program.

Heterarchical and hierarchical emergence

As a caveat, we must begin with the recognition that the concept of
emergence is one of the most elusive, pluri-semantic, patently charged
concepts in the current vocabulary of science and philosophy; the an-
alytical elucidation of the term is still in progress and the task now looks
to be richer yet harder and more controversial than originally thought.

As a first approach to the problem of definition, let us systematize
the ideas suggested above — Empedoclean aggregation and Democri-
tean integration, and the interactional-ecological and interactional—
selectionist forms of constructionism. Discourses on “emergence” have
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appeared at different levels, for different reasons, on different grounds,
and with differing degrees of success. These can be captured by a simple
model, which will enable us (especially in Chapter 2) to demarcate more
clearly emergence from reduction strategies, as well as from radical
dualist (transcendence) strategies. The following notions of emergence
have been proposed:

Level 0: the Democritean (though not the Empedoclean) no-
tion of integration, subject to reduction.”
Level 1: two notions of weak emergence:

1.1 an ecological-contextual notion of emergence at the
prebiotic levels.

1.2 an evolutionist-selectionist (stronger) notion of
emergence in the neo-Darwinian and post-
Darwinian sense.

Level 2: a moderate notion of emergence of semi-autonomous
macrostructures heterarchically related to the micro-
parts and underdetermined by them (see Chapter 3).

Level 3: the strong notion of emergence as a hierarchy based
on applied constraints and a peculiar downward
control.

Level 4: a transcending notion - if the hypotheses of group
and species selection (Vrba 1984; Vrba and Eldredge
1984; Wade 1977, Wynne-Edwards 1986) find strong
support — emphasizing holism, strong macrodeter-
mination of microparts, vitalism, and mentalism. The
notion of dualist control also belongs here.

The notion of emergence really begins at Level 1, in the case of
ecological-contextual and evolutionist-selectionist novelty. A signifi-
cant number of experimental and computational constructionist
practitioners of science use the term to describe specific mechanisms
and the unexpected properties emerging from them. Analyses of
symmetry-breaking in driven systems, catalysis, autocatalysis, hyper-
cyclic organization, protohypercyclic mutualisms, allometry, and various
other nonlinear mechanisms in dynamical systems have all been re-

> A different version of a quasi-Democritean reductionism has been offered by
Jaegwon Kim in a series of recent articles (1978, 1984a and b). It is grounded
in the notion of supervenience, which intimates that there may be significant
determinative connections between two families or classes of properties without
the necessity for the existence of property-to-property connections between
respective individual members of the families. As recent discussions have
shown, a weak sense of supervenience (e.g., along neural network forms of
connectionism) is acceptable in principle, but is quite distinct from Democri-
tean reductionism (see Chapter 2, note 1;—see also Chapters 3, 4, 11).
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ferred to as initializing or constituting mechanisms of emergence at
Level 1. Similarly, as a result of recent studies on prebiotic evolution,
as well as the post-Darwinian criticisms of the neo-Darwinian synthesis
(see Chapter 8), an understanding of evolution along the lines of a
nonreductive materialist epistemology has revitalized the concept of
emergence at the upper limits of Level 1 (1.2).

However, it is the conceptualization of emergence at Levels 2 and 3
based on a variety of recent experimental findings that has attracted
the interest of theoreticians across different scientific fields. Though the
concept remains as yet incomplete given the revolutionary nature of
the work, and the results are fuzzy at times, they do seem to point in
the right direction and provide a tentative “working definition.” What
is, then, the meaning of emergence at these two higher levels?

Generally speaking, most of the significant contributors opt to ex-
plain emergence in terms of some particular notion of constraints su-
perimposed on entities in a cumulative, successive mode. Intuitively,
such constraints can be seen either as external — for example, con-
straints imposed on formal systems such as grammars or geometries,
or internal — the view of matter or nature as self-constraining and self-
organizing. We will examine these issues in some detail in the next
chapter. For the time being it suffices to point out that the talk of
“constraints’ refers descriptively to the process of the restriction of a
system’s “degrees of freedom”; the existence of such constraints ap-
pears as, at least, the necessary, if not sufficient, condition for robust
emergence to occur. Such a robust form of heterarchical or hierarchi-
cal emergence exists in case the novel higher-level systems attain a
more or less significant degree of autonomy from the lower-level mi-
croparts. If this autonomy is moderate and interconnections between
the higher and lower levels still obtain to a fair extent, we speak of
heterarchical emergence. If, on the other hand, this autonomy is strong
and the interconnections are biased in the downward direction of ov-
erdetermination, we speak of hierarchical emergence, in which case
the constraint hierarchy is also, largely, a control hierarchy. To say that
the higher levels are considerably autonomous is to say that they are
to a certain degree “liftable” out of the lower levels, self-organizing,
following a life history of their own.

The marks of emergence in their most telling form can be seen as:

(1) The emergence of a new domain of phenomena indicated by
the appearance of a novel entity.

(2) The emergence of a new relational structure in or by this novel
entity, which now appears as a boundary-maintaining, organ-
ized system.
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(3) The emergence of local stability within this macrostructure (sta-
tistical stability, constancy, generation of order, etc.).

(4) The in principle (epistemic) or, at least, in practice (methodo-
logical) unpredictability of emerging properties, relations, and
behaviors on the basis of knowledge of the lower-level
microstates.

(5) The emergence of truly novel properties that the microstates
fail to countenance to a significant extent.

(6) The emergence of new laws applicable at the new domain of
phenomena — laws that are different than the lower-level laws.

(7) Arguably, the emergence of control and downward causation
of the microstates by the macrostructure (macrodetermination)
should be included, were the latter to be analytically articulated
and empirically corroborated. But with this we may already
have slipped into the next epistemic strategy.

We will discuss these issues in much more detail in the next two
chapters.

Transcendence

Transcendence is used here to mean an epistemic strategy pursued
mostly by vitalists in biology (Elsasser 1962, 1970; von Bertallanfy 1952;
cf. Mayr 1982; Webster and Goodwin 1982) and collectivists in the hu-
man and social sciences (such as Durkheimians, group-selectionist
sociobiologists, cultural historicists, and Marxist-structuralists). This ap-
proach utilizes quite often the vocabulary of systems theory or of the
Hegelian notion of ““totality” and usually allies itself in a more explicit
manner with functionalist forms of expression and logic. For these rea-
sons the paradigmatic exemplar of this strategy is that of systems
functionalism.

Why, then, do we speak of “transcendence”? It is to emphasize the
point that this epistemic strategy, even in its weakest, extreme emer-
gentist form, stresses the full autonomy of the higher-level macrosys-
tems and the control and macrodetermination that such systems
exercise over the lower parts and components. There are two specific
transcendence strategies, emergentist and non-emergentist. The emer-
gentist version argues that the higher-level systems, though emergent
in a diachronic sense, are radically distinct from lower-level systems that
may appear as their parts or components and, indeed, macrodetermine
all microstates, violating or cancelling lower-level laws. The nonemer-
gentist version of transcendence rests on ontological dualist grounds,
championing the “primacy” of the macrosystems in the relevant onto-
logical and epistemological respects — for example, demes over individ-
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uals in group-selectionist theories, societies over individuals in the
sociologistic tradition, structures ‘always-already-there” over ‘‘sub-
jects” in the Althusserian structuralist-Marxist theory, and so on. In
both emergentist and nonemergentist strategies the higher levels of or-
ganization franscend the lower levels on which they may have rested or
to which they connect. In a parallel example, the mental rests on, yet
supposedly transcends, the physical brain and the soul, being already
distinct and autonomous, connects to the body and animates it. Full
autonomy of macro or higher levels and subsequent determination of
lower levels from above are the marks of the strategy of transcendence.

The view of transcendence as radical emergence leads one near the
positions of ontological dualists and idealists, positions that have been
thoroughly criticized in contemporary philosophy and science; yet, if
one is careful, the distinction between an emergentist materialism and
a dualist ontology can be made in principle. The second aspect of tran-
scendence as control and macrodetermination is usually posited a bit
more analytically though it still appears to produce several problems.
Since the radical emergentism of the strategy of transcendence implies
a total break of the emerging higher level from the lower levels, the
necessary process of reconnecting to, relating to, and ‘“‘controlling
downward” the lower levels remains a mystery. Even at the level of
hierarchical emergence, as we shall see, the clarification of such proc-
esses is slow and thorny; more so, of course, for the quasi-dualist ar-
guments informing the strategy of transcendence. In any case, the
scientific view of macrodetermination as the ‘““violation” of lower-level
laws remains largely uncorroborated.

At the beginning of this chapter we spoke of five epistemic strategies,
yet from the brief presentation above one can maintain that the prom-
inent contestants are the strategies of composition/construction, heter-
archy, and hierarchy. Proponents of each of these strategies have
labored to develop their own metascientific logic and to present their
metamethodology of research programs as the only correct and pro-
gressive one. In the course of our subsequent efforts we will focus ex-
tensively on the metascientific “logics” of construction/composition,
heterarchy, and hierarchy in the domains of both the physical and bi-
ological sciences, as well as — and more importantly — in the domain of
the social sciences, given our very specific concern about the logics of
social structure.



2 The dynamics of emergence:
the case against reductionism

Several preliminary arguments were offered in the previous chapter
countering the moves of reductive materialists and indicating possible
meanings of the concept of emergence. In this chapter we will focus on
the positive characteristics of emergence, and answer three basic ques-
tions:

(1) what exactly is emergent and how is it brought about;

(2) how could step-wise emergence be possible; and

(3) what are the results of emergence, which presumably appear
as entities in the hierarchy of phenomenological levels.

Some preliminaries: emergence as irreducibility

As argued earlier, the size or quantity-, time-, context-, loop-, and
selection-dependence of higher-level phenomena frustrate the purposes
and efforts of microreduction. These forms of dependence demonstrate
persuasively that contrary to the main reductionist argument, because
of their history, evolutionary, emerging higher-level phenomena are in
principle irreducible to lower-level phenomena. Instead, they show, at
the very least, that microreduction cannot be done trivially — that even
though diachronic reduction may be theoretically possible, synchronic
reduction is in practice impossible (Simon’s [1965] minimalist thesis on
emergence).

The minimalist position is, perhaps, able to rebut extreme forms of
reductive materialism, that is, a belief in the causally determinative
power of microparts to bring forth by themselves alone, intrinsically
and fully, higher-level forms of organization in our universe. Yet, min-
imalism may not be sufficient to counter more moderate reductionist
programs such as that of eliminative materialism, which are actually
based on a conflation of the reductive and constructionist strategies.
For example, Paul Churchland, a leading eliminative materialist, in
speaking of the mind-brain problem has argued that the case for the
evolutionary emergence of mental properties through the further or-
ganization of matter is extremely strong; however, he still main-
tains that this does not mean the ultimate irreducibility of emergent
properties to physical microparts (1984). Churchland’s position
lies somewhere between a radical reductionist program (such as

25
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Klee’s) and a pragmatic, minimalist emergentist program (such as Si-
mon’s).! His is a complex account that can be met only by reference to
stronger emergentist arguments grounded in the strategies of heterarchy
or hierarchy. So we must proceed to construct such a stronger case.

The process and character of emergence

Arguments for emergence are usually made on the grounds that higher-
level phenomena appear to exhibit new ‘“‘stabilities,” or “boundary con-
ditions,” and, as such, form distinct or semidistinct domains of
organization, in which novel properties and domain-specific laws
emerge and apply. If correct, this sort of argument identifies emergence
with new stabilities and regularities and treats novel properties and laws
as their by-products. This is a very broad conceptualization covering all
aggregate as well as properly structural emergent phenomena. An ele-
mentary example may be found in the field of statistical mechanics,
where aggregates of gases or liquids are treated as collective entities
behaving stochastically, having their own regularities and stabilities, ex-
hibiting their own laws and novel properties — being in a sense distinct
from the characteristics of the composing molecules taken in isolation.
Ilya Prigogine (1980; Prigogine and George 1983; Prigogine and Sten-
gers 1984; see also Haken 1978, 1984), the father of nonequilibrium
thermodynamics, goes so far as to argue that free molecules in inter-
action behave individualistically, while molecules in a thermodynamic
collective state behave synergistically. In his model, thermodynamic sys-
tems are at a higher level than are simple, mechanical dynamic systems;
similarly, investigators now believe that nonlinear (chaotic) classical
systems have different dynamics than their underlying quantum systems
(Leggett 1987; Leggett and Garg 1985; Pool 1989). The most elementary
notion of emergence is thus defined as “synchronized aggregation,” that
is, formation of higher collective quasi-entities exhibiting novel prop-
erties and new stabilities. By definition it is the weakest notion of emer-
gence, for it cannot address the issue of the emergence of structured
quasi-entities that become structuring modules of yet higher forms.
However, the study of the mechanisms of emergence (nonequilibrium
thermodynamics, chaos theory) has come mostly from the experimental
analysis of the behavior of exactly this sort of constrained collective
phenomena.

! Churchland’s view comes very close to the conception of supervenience rela-
tions briefly discussed in Chapter 1, note 5. My heterarchical view is one level
beyond: the relations between levels are parallel distributed (not simply global-
to-global) implicating a complex, “tangled” form of ‘“‘connectionism.” Cer-
tainly, this would not help the eliminative materialist.
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The notion of novel, higher systems emerging with new stability
conditions has been also espoused by Herbert Simon (1965, 1981) who
initiated the talk of “high, medium, and low frequencies” of phenom-
ena. According to Simon, in any hierarchical order of phenomena
there are events in the lower level occurring at high frequency (say,
quantum mechanical events) which can be lumped or averaged to-
gether as a single, sufficient parameter for describing middle-level,
middle-frequency events (say, statistical mechanical or other
macromolecular systems). The transition from lower-level high-
frequency to middle-level middle-frequency events involves a hierar-
chical jump indicative of the stochastic history of the middle-level
system. On the other hand, there also exist events in the higher level
occurring at low frequency; these are rare enough from the point of
view of the middle-level system to be considered, according to Simon,
only as exogenous variables to it.> Darwinian evolutionary processes,
for example, are supposed to be of middle frequency, in contrast to
high-frequency genetic events as well as to low-frequency geological
and long-term climatological events. We will see later on that this
concept is quite static; nonetheless, this general talk about levels and
frequencies of phenomena, built around the notion of systems’ char-
acteristic boundary and stability conditions, constitutes the first line of
emergentist defense against the objections of hard-line reductive ma-
terialists and, to a large extent, of the more moderate eliminative
materialists.

The second line of defense supplements the first: the explanation of
evolutionary emergence is predicated on the assumption that a variety
of constraints are applied on the physical microparts that restrict their
degrees of freedom and, through many constraint-dependent steps of
stochastic history, produce emerging higher orders of phenomena.
Broadly speaking, a “constraint” is a limitation applied on the possi-
bility space of a set of phenomena, a restriction of the expression of
possibilities associated with a microstate with a resulting bias favoring
the production of a particular structured subset out of the larger set of
all combinatorial possibilities. For example, we are given the letters O,
P, and T, and asked to combine them to form all possible English words.
The formal possibilities of combining these letters in three-letter strings
are:

OPT, OTP, POT, TOP, TPO, PTO.

2 This view has been contested by cosmologists (Hawking 1988; Waldrop 1988),
mathematical ecologists (May 1976a; May and Oster 1976), and paleontologists
(see the works of Vrba, Gould, Eldredge, and Stanley). The linkages are more
active, to say the least.
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However, not all of these strings form words in the English language.
Opt, top, and pot are; the other three are not> An admissibility con-
straint (possible English words) has been imposed on the basis of which
only some of the formal strings are acceptable. This constraint has
phase-separated the real words from the formal strings so that the real
words appear to obey the rule of the constraint and not the broader
rule of the formal permutation of the elements. The lower (combina-
tion) rule has been superseded by the higher (semantic) rule. Although
the lower rule was restricted or receded into the background we cannot
say that it was violated; it simply became less applicable to the new
phenomena (of a defined language) that have emerged at a higher level.
The difference was made by the application of a new constraint on top
of the previous rule, as a result of which a meaningful demarcation of
the higher from the lower order has been produced. The issue, then,
for the microreductionist is this: can it be said that the linguistic mean-
ing of the admissible words was already inherent in the formal possi-
bilities of the letters and strings? This would be the much maligned
essentialist line. It looks rather that the admissible words appear to have
been “lifted” out and above the formal strings and “given” an extra
meaning.

Now, obviously, this admissibility rule has been imposed from the
outside, from a source external to the phonological or letter-string
world, and quite arbitrarily at that! In any such case, there is an external
imposition derived from the structure of the contingent — natural or
cultural — world. Consider the case of amino acids and tripeptide for-
mation. Biochemists have long established that the biologically most
important molecules possess one very interesting property; they are
asymmetric in the sense that they contain only a single left or right
forming optical antipode — they are either left- or right-handed, mirror
images of each other. Thus, all biologically significant amino acids —
which are the building block substrate of proteins — are left-handed or
L-amino acids. We see again that between formal possibilities (all left
and right amino acids in free racemic mixture) and real structures (only
left amino acids as a substrate of biologically important proteins) there
is an indispensable stochastic history that accounts for the contingent
emergence of macromolecular structures and of life.*

* The probabilities change with large numbers of letters: the larger the set, the
lower the particular probabilities. See references to entropic and informational
complexity: Bennett 1986; Gleick 1987; Landauer 1988; Nicolis 1986; Wicken
1987.

4 Mason (1984) explains the origins of physicochemical chirality (one-
handedness) on the basis of the weak-electric force interaction. In the amino
acid case, left-handedness, L-amino acids, accounts for biomolecular behav-
ior; right-handedness for the characteristics of nonbiological polymers or plas-
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Let me press the point a bit further. Among the twenty-plus known
amino acid residues one finds glysine (gly), glutamic acid (glu), and
tyrosine (tyr). Combinations of these three amino acids produce several
types of tripeptides. However, although the sequence (glu-tyr-gly and
the sequence (glu-gly-tyr produce new tripeptide entities with specific
characteristics and functions and, most importantly, with the first infor-
mational storage capacity, the sequence (tyr-glu-gly does not produce
such a new entity.” This is a clear instance of the constraint-dependent
elimination or restriction of expression of a possibility that otherwise
was present (formally inherent, if the microreductionist pleases) in the
amino acids themselves. These examples bring us closer to the notion
proposed by Pattee (1973, 1978) and Polanyi (1968) that once a higher-
level stability system appears with the selective formation of a new
boundary (here, the tripeptide bonding), the stability conditions of that
system will define new acceptability or selection rules restricting down-
ward the “free” formal possibilities of relations of the microparts form-
ing its substrate. In a sense then, constraints operate upward or forward
(emergence of new boundaries, stability conditions) as well as down-
ward or backward (restrictions of degrees of freedom, selection) in the
specific context of a constrained system — though not in context-free
situations.

Constraints themselves emerge as a result of the interface of pro-
cesses operating (a) from below and pointing upward (fluctuations in
space or time, instabilities, molecular drive, genetic drift, hypercyclic
organization), (b) at the focal level (selection, exaptation, developmen-
tal structuration), or (c) from outside or above (prebiotic and biotic
environment, the so-called downward causation). The study of these
mostly nonlinear processes and their mathematical properties is cur-
rently one of the most exciting frontiers in science.

Constraints are of many different sorts. In the beginning, abstract
mathematical structure generates a denumerable set of formal possibil-
ities. When this very large set of so-called “‘necessary truths” is given
a realism, a whole hierarchical sequence of constraints begin to apply:

(1) purely physical constraints of material properties, affinities, in-
teractions, and laws;

(2) informational constraints giving rise to limits and possibilities
of code formations;

tics. In all instances, constraints are imposed by the structure of the entities or
compounds and the interfaces at the focal level (see Cairns-Smith 1986).

5 See Matsuno 1981, Matsuno et al. 1984. On the meaning of “information stor-
age” see P. W. Anderson 1983; J. J. Hopfield 1982; Nicolis 1986; Pattee 1979.
On the origins of the genetic code see Jungck 1984; Kiippers 1990; Woese 1967.
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(3) molecular genetic constraints of replication, proofreading, and
SO on;

(4) genetic constraints;

(5) developmental constraints;

(6) selectionist constraints; and

(7) mental, social and cultural constraints as well.®

All these constraints shape the stochastic history of material phenom-
ena in a cascading pathway so that the end result is some sort of
an emergent hierarchy of phenomenological levels,” populated by
novel, “structured” entities, which appear to us, at each focal level,
as some kind of “individualities” (Ghiselin 1974; Vrba and Eldredge
1984).

Novel structures and their modular character

After new stabilities and regularities and a hierarchy of superimposed
constraints, the third line of defense of the notion of emergence is the
appearance of novel structures (individuated or quasi-individuated)
modular structures which, once stabilized, become springboards for fur-
ther evolutionary emergence. These are the heterarchical or hierarchi-
cal structures about which we have maintained (somewhat contra
Simon) that their synchronous reduction is both in principle and in
practice impossible. Their diachronic reduction is in principle conceded,
though it is in practice nearly impossible, given the exigencies of their
stochastic history. (The experimental constructionist is very active at
this exact point, explicating diachronic discontinuous emergence. In-
deed, the constructionist program shares with the heterarchical and hi-
erarchical ones the first two defenses of emergence but not the third.
This is the point of no return.)

The necessity of the modular character of these emerging structures
(Fodor 1983; Simon 1965) certainly needs to be elucidated. For this, let
us briefly examine some fascinating examples that indicate the extreme
combinatorial explosion of evolutionary diversification and growth in
aggregate size:

¢ Maynard Smith et al., 1985, and many references therein. Also Kauffman 1983;
Levins 1973; Lewontin 1981.

7 The main catalyst for the movement beyond the old logico-positivist doctrine
was Feigl’s problematic paper (1968 - discussed in Margolis 1978, Suppe 1977)
on the two notions of the physical (the second being that of the biological
world). Subsequently, we witnessed other lines of development: (a) Popper-
Bunge-Bhaskar’s “integrated pluralism,” (b) Margolis’s “attributional dual-
ism” (1978), and (c) the scientific work on emergence (NET, neural nets),
and so on.
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*» A cubic centimeter of a rarefied gas contains roughly 10 raised
to the power of 18 {10'¥] molecules at room temperature. Boltz-
mann has estimated the time required for the random repro-
duction of a particular microstate to be 10 raised to the power
of 10, and that power raised to the power of 19 years, a figure
beyond the bounds of our imagination and outside any physical
materialization, as Eigen put it (1978).

» The space of the head of a pin could be occupied by one million
cells. One cell has about 40 million molecules. So, in the space
of a pin-head can be found 30-70 billion molecules.
The genetic pattern of a colibacterium, transmitted from gen-
eration to generation in the form of a single giant DNA mol-
ecule, consists of about 4 million ordered symbols of a
molecular four-letter alphabet in a linear chain. Transferred to
the letter symbols of our language, such a sentence would have
the scale of a book about 1,000 pages long. The symbol order
is that of over 10 raised to the power of 2,000,000 alternative
sequences.

Hofstadter (1979) lists 10 billion neurons forming the cerebral

cortex of the brain; Churchland (1984) states that there are

roughly 100 billion neurons in the brain, each one making

3,000 connections with other neurons, so that the intercon-

nectivity of neurons is from about 100 trillion to a quadrillion

connections.

Given such enormous complexity, the world would not have been
possible without the emergence of modularity and of level hierarchy.
Evolution works through modular-hierarchical shortcuts. The converg-
ing views of most scientists today support this conclusion.® Recognition
of this fact made also many philosophers (Bhaskar 1975, 1978a; Bunge
1969, 1973a, 1973b; Dyke 1988; Margolis 1977, 1986, 1987; Popper 1982)
speak of an “open universe,” of integrated pluralism, and of nonre-
ductive materialism.® Even Churchland, a committed scientific realist
and eliminative materialist, has introduced into his vocabulary the new
conceptions of “semiclosed systems” — systems displaying complexity,
order, and an unbalanced energy distribution — and speaks of “evolu-

8 P. W. Anderson 1972, 1983; Edelman 1987, 1989; Eigen 1977, 1978, 1983, 1986;
Fodor 1983; Pattee 1970, 1977; Prigogine 1980; Prigogine and Stengers 1984;
Salthe 1985; Simon 1965; among many others.

° Popper’s view of an “open universe” stresses the indeterminacy of large-scale
transitions, from the Big Bang to galaxy formation, from matter to life, from
brain to the mental. One may argue that his views have been more explicitly
modified given the strength of the Quinean thesis on the indeterminacy of
translation. See Popper 1974, 1978, 1982; also Margolis 1986; Quine 1953, 1960.
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tionary emergence,” although he is not ready yet to concede the epi-
stemic irreducibility of that emergence.

For our purposes, modularity means that a would-be system can (a)
achieve a degree of closure and can be seen as behaving independently
or, at least, semi-independently of the surrounding conditions (semi-
closed); and that (b) this system is seen as becoming a modular com-
ponent of a larger semiclosed system, which itself may have achieved a
degree of closure, and so on. Modularity, then, involves the notion of
more or less efficacious composability or decomposability: either near
decomposability (Ando et al. 1963; Simon 1965) or partial decompos-
ability (Hofstadter 1979; Kontopoulos 1987).1° The higher the degree
of closure, of course, the more autonomous the modular structure, and
the more nearly decomposable the higher system is (as in hierarchy
theory); the lower the degree of closure, the less autonomous the mod-
ular structure, and the more partially decomposable the higher system
is (as in heterarchy theory).

I personally put more emphasis on the fact that novel structures
emerge, which are at least partially irreducible to the lower levels. I
treat the degree of closure as a variable and, in any case, as something
to be investigated empirically in the various sciences. I consider near
decomposability as part of a simplifying strategy, against which I favor
the more complex strategy of interlevel heterarchical multiple linkages.
These matters will be analyzed more fully in later chapters.

Emerging structural entities

We must now look at the actual structures that the process of “‘con-
straining” has brought about. However, I must post a warning: In order
to make sense of the notion of emergent novel structures and their
specific characteristics I must briefly refer to recent developments in a
variety of highly specialized scientific fields. The reader may find it help-
ful to consult the glossary for unfamiliar terms.

Let us take first the case of atomic molecules and look at their sub-
molecular constitution. The factors accounting for atomic molecular sta-
bility, that is, for the emergence of the semiclosed, relatively stabilized,
modular structure we call an atomic molecule, are: the space distribu-
tion of electrons in that molecule, the set of the energy levels of elec-
trons, and the probabilities of transition between them; these factors
determine the optical, electrical, and magnetic properties of molecules.

19 Simon’s hierarchical argument of nearly complete decomposability is architec-
tonic in nature, while my heterarchical view of partial decomposability is neu-
ronic, that is, it implies the tangledness of neural network models. The debate
settled by 1982 against the “localization” thesis — also against Simon’s view.
Cf. J. A. Anderson 1983a, 1983b; Churchland 1984; Fodor 1983.
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This elementary conception might lead one to believe that structure is
defined by geometric location, quantitative difference, and mobility
probabilities. In reality, particularly in polyatomic molecules, the sta-
bility conditions of the semiclosed system make it appear as if it were
a physical ecology of sorts, as the molecule is defined in terms of non-
localized electron orbitals extending over all of the nuclei (Vol’ken-
shtein 1970; Prigogine and Stengers 1984), a quantum mechanical
notion following field theory as well as the new nonequilibrium ther-
modynamic conceptions. In this instance, the polyatomic molecule ap-
pears as a stochastically behaving system with collective properties, that
is, a new module that cannot be fully decomposed to mono-atomic en-
tities without a loss.

Yet, in order to understand real emergence, we have to begin getting
away from “passive,” that is, geometric, notions of structure that appear
as so many permutations of mathematical relations or as accidents, as
in the beautiful case of crystallography. We really should not call the
structures of snowflakes emergent. In theory one could determine a
snowflake’s structure by knowing all the details about its approximately
10"¥H?O molecules; how many of them are incorrectly oriented, and in
how many ways these misorders have been distributed within the lat-
tice. In spite of the computational impossibility involved and the frozen
accident character of each snowflake, this aggregate structure can, in
principle, be thought of as reducible to its microparts. On the other
hand, one cannot escape the thought that, if this is the easiest example
of reduction, then reductionist strategies are in for a rough ride at
higher levels of organization. Already, new discoveries of quasi-crystals
and the novel mathematics of Penrose tiling have introduced elements
of nonlocal influences on geometric structure implicating complex
mechanisms of structural composition even at this lower level of
crystallinity."!

Consider next the case of molecular compounds, more specifically the
well-known Belouzov-Zhabotinsky reaction and its variations and ex-
tensions (Glasdorf and Prigogine 1971; Nicholis and Baras 1984; Ni-
cholis and Prigogine 1977). Variations in the sequencing of materials
used in chemical reactions and of the thermal conditions of interaction
have been shown to give many different products and intermediary
forms, a result strongly supporting the view that various experimental
conditions may give rise to different modes of self-organization within

' Crystallinity implies the working of general physical laws of “packing” (see
Appendix nos. 30 and 33), as in the honeycomb hexagons, but it is by no means
simple. Consider the new notions of tiling and quasi-crystals (Davies 1988;
Gleick 1987; Grunbaum and Shephard 1986; Nelson 1986; Penrose, 1989b;
Steen 1988). For the transition beyond crystallinity see P. W. Anderson 1972,
1983, 1984, and Venkataraman et al. 1989.



34 Metatheoretical considerations

the same system — a chemical clock, a stable spatial distribution, or the
formation of waves of chemical activity over macroscopic distances (Pri-
gogine and Stengers 1984). If we consider these forms as process struc-
tures or semistable structures, we can see the significance of this work
for the onset of emergence (the notion of constraints, stability condi-
tions, mediating mechanisms of symmetry-breaking and bifurcation, and
$0 on).

From molecules and chemical compounds let us move now to mac-
romolecules. It is written in textbook science that through polymeri-
zation, sugars, amino acids, and nucleotides become polymeric
carbohydrates, proteins, and nucleic acids. Of these, proteins and nu-
cleic acids are “informational macromolecules” or biopolymers, that is,
they are the first foci of informational coding necessary for the emer-
gence of life. The movement from amino acid to protein structure is
done by specific amino acid sequence that constitutes the primary struc-
ture of proteins. The protein macromolecule appears as a text written
with a twenty-letter alphabet, all amino acid residues, the particular
character of any protein macromolecule being specified by the stochas-
tic history of the transition from amino acids to tripeptides, from these
to small polypeptides, and then to specific proteins. The emergence of
primary protein structure comes closer to being a real emergence, for
the primary structure contains a vast amount of expressed information,
far beyond what one would ultimately find in the lower modules.

Notice that the primary structure (amino acid sequence) of each pro-
tein is a short or long book, that, on Eigen’s and other new informa-
tional theorists’ view, could not have been written even by accident,
were it not for (a) the modularity or semimodularity of intermediate
units (here, tripeptides and small polypeptides) and (b) the special proc-
esses and mechanisms of upward self-organization (e.g., through hy-
percycles). However, once emergent, the primary structure'? of protein
conditions the development of secondary structure (orientation of mon-
omer units to one another, forming a helix, coil, folds, 3-D), tertiary
structure (orientation of side chains accounting for the right three-
dimensional configuration, e.g., globular, unitary, 3-D), and quaternary
structure (subunit formation and relations) (Richardson 1981). Though
from a causal point of view the existence of the primary structure is of
the utmost importance, the secondary and higher structures of proteins
are maintained by an entire ensemble of interaction forces: chemical

2 The connections between primary, secondary, and tertiary structure are only
stochastic; there is no deterministic closure. Grobstein 1973:45 singles out this
reliance on ““a successively altered and exquisitely regulated context.” Kolata
1986 and Richards et al. 1986 explain the constructionist difficulties encoun-
tered in such structural transitions.
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S-S bonds, hydrogen bonds, ionic bonds, Van der Waals intramolecular
bonds, and especially hydrophobic interactions that are supposed to be
the principal driving forces in the formation of protein globules (Bresler
and Talmund in Vol’kenshtein 1970; Richardson 1981). Notice also that
it is the particular three-dimensional structure of the protein that de-
termines its biological function. In brief, we may reach the following
conclusion: Proteins are emergent modular or semimodular structures
with tremendously increased informational capacity and biological func-
tions; every protein has sublevels of structure, each of which builds on
its lower level for further structural configuration and for increased
functional specificity, ending with the more important biological
function.”

Many strange things happen to oligo- and polyamino acids under
further experimental constraints, as the successes of the research pro-
gram of Fox and associates (Fox and Dose 1977; Matsuno et al. 1984,
1989; Wolman 1981) have indicated. This constructionist program ex-
clusively devoted to the biochemistry of the origin of life is built around
the so-called proteinoid model of matter’s self-ordering, replicating, and
assembling into macromolecular and supramolecular structures. Pro-
teinoids are experimentally produced thermal polyamino acids that, like
proteins, have properties largely different from those of free amino
acids. Rohfling, a constructionist/compositionist, readily argues that the
proteinoid properties are emergent, because in the transition from one
level of complexity to another, “properties result that were not shown
by the starting materials and which would not be predictable without
prior knowledge” (1984: 34). In the case of proteinoids, as Fox and
colleagues have shown, the new properties consist in several specific
catalytic activities, the ability to form microspheres in aqueous solu-
tions, new stability conditions, and lipidlike properties. From protein-
oids emerge proteinoid membranes, which are absolutely necessary for
the further development of the cellular forms, and microspheres, called
p-protocells. The p-protocells maintain all the properties of the pro-
teinoids and exhibit many significant new properties, such as further
stability, tolerance to extremes of pH, temperature and dehydration,
selective permeability and osmotic properties. Combined with lecithin,
these p-protocells become nervelike, excitable protocells. Notice again
that this model of emergence remains thoroughly constructionist —
though still antireductionist and antiformalist — emphasizing the self-
assembly of matter under specific ecological and selectionist conditions.

13 Stronger emergentist views are held by J. L. Fox (in Matsuno et al. 1984:334ff.).
See also Sperry 1976a and b and 1983 for a strong emergentist view of the
evolution of consciousness.
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Constraints are also emphasized but it is not clear whether or not the
notion of constraint is used as a new conceptual mechanism to support
a stronger, hierarchical view of emergence. Finally, the concept of struc-
ture is used in a way contrary to structural reduction; indeed, it is al-
ready used in the sense of a “‘structured structuring structure” (to recall
Bourdieu’s strange but apt term) given that its emergence as well as its
further possibilities and propensities are experimentally corroborated.

On the other side of the informational macromolecules ledger, nu-
cleic acids emerge as polymers of nucleotides. The progeny goes like
this: Compounds of the nitrogen bases with ribose (R) and deoxyribose
(D) are called nucleosides (N), ribonucleosides (RN), and deoxyribo-
nucleosides (DN). The phosphoric esters of these are called nucleotides,
ribonucleotides, and deoxyribonucleotides. Nucleic acids are polymers
of the above, now named nucleic acid, ribonucleic acid (RNA), and
deoxyribonucleic acid (DNA). RNA and DNA, the basis of genetic
structure and the genetic code, are thus another pathway in the emer-
gence of biopolymers. The importance of this pathway consists in the
fact that, as the hegemonic, Crick—Watson line of thought would have
it (Crick 1962; cf. Jungck 1984), nucleic acids are the initial replicating
macromolecules at the prebiotic level, giving rise to the genetic code
and to the formation of living cells as we know them.

RNA forms are thought to be, at present, the first master replicative
units that have appeared on earth.!* They exhibit slow but high fidelity
replicability. It is commonly accepted that RNA forms, better exploiting
the resources found in the “prebiotic soup,” became capable of higher
rates of reproduction as compared to the spontaneous emergence and
low-rate ecological reproduction of protein-based biopolymers of higher
order (urzellen of the Fox line of research). Under suitable conditions,
such as a more or less rich environment, a relatively efficient enzyme
system, and a semiclosed membrane form, intermediate modular struc-
tures akin to an RNA virus have been probably evolved; the stochastic
history of replications and impurities of such intermediate modules,
coupled with various autocatalytic and heterocatalytic processes, are
now believed to have given rise to the higher structure of DNA mac-
romolecules. As it happens, DNA is a much better replicator than
RNA, so that given differential rates of reproduction, we arrived at the
present juncture of evolution where nearly all forms of life are DNA-
based, except viruses, which are precellular molecular complexes of pro-
tein with RNA. The lesson here is that higher-level structures may be

4 On the RNA world see Benner 1988; Woese 1967. Contrast Hoyle’s arguments
on the extraterrestrial origins of life (Hoyle 1983; Hoyle and Wickramasinghe
1981).
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byproducts of lower-level modules or structures, but once they emerge,
may restrict the range or even extinguish the existence of the previous
generative modules — a sort of species selection. It is rather clear as
well why DNA structures are code-informationally far superior to RNA
structures. It is obvious then on these corroborating empirical grounds
that reduction, at least synchronically - here, reduction from DNA to
RNA - is, in effect, impossible.

Yet, the story is not yet complete because DNA structures are not
by themselves primitive cells. Another step is necessary for the emer-
gence of the cellular forms, a process that involves the coupling of pro-
teins and nucleic acids. As we have indicated, there is a major difference
between proteins (and ensuing proteinoid higher forms) and nucleic
acids (RNA and DNA). The former are information rich but devoid of
replicating machinery: they have to be produced constantly and ran-
domly by an energy- and material-rich environment. The latter have
the capacity and the initial machinery for self-replication (early t-RNA)
but lack the informational resources to recognize and exploit the en-
vironment as well as the enzymatic abilities to promulgate large-scale
reproduction. A “Catch-22" situation is therefore involved: Nucleic ac-
ids cannot replicate without the enzymatic activities of proteins, while
proteins cannot replicate without the code-informational activities of
nucleic acids. We find then, rather paradoxically, the need for comple-
mentary, collective action (Matsuno in Wolman 1981; Matsuno 1984,
1989; Vol’kenshtein 1970), which indeed emerges in the form of
protohypercyclic and complex hypercyclic organization. Eigen (1977,
1978; Eigen and Schuster 1979) and Kiippers (1990) have done the pi-
oneering work on the hypercyclic integration of replicative systems. A
prebiotic hypercycle is said to exist just in case it permits expansion of
the limited informational capacity of one macromolecular structure
(e.g., nucleic acids) by coupling with and integration of a second class
of macromolecular structures with greater functional or informational
capacity (e.g., proteins). Details of the hypercyclic organization and
process cannot be given here, but it is this sort of organization incor-
porating, for example, P. W. Anderson’s model of prebiotic evolution
built on “spin glass” principles (1983; cf. Chowdhury 1986), that seems
to explain the emergence of protocellular structures as new and high-
er modules incorporating replicative, translational, enzymatic, and
membrane elements — in short, life itself.

Two preliminary conclusions

Many conclusions can be drawn from the previous discussion but we
will limit ourselves to two basic ones. First of all, the moment one
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introduces into chemistry notions implicating nonlinear processes such
as catalysis, autocatalysis, heterocatalysis, allostery, and hypercyclic or-
ganization, forces appear that are not trivial byproducts of the direct
propensities of given microparts. On the contrary, though based on in-
itial, lower-level affinities and valences in the prebiotic environment,
such forces are the complex resuits of dynamic mechanisms —~ comple-
mentary, sequential, cyclical, collectively translational, or upward gen-
erative mechanisms — that constitute the very stuff of the process of
emergence. Notice that we need to know more about these mechanisms
to explain the irreversibility and irreducibility of the process of emer-
gence and, thus, of the emerging macrostructures. An exponentially
growing science of complex, nonlinear systems is making major strides
at present in several domains of inquiry.””> Already, we know enough
to hold reliably that it is not the inherent capacity of free, individual
microparts but self-organization processes and ensuing properties re-
lated to relational-structural and ecological-selectionist constraints that
account for both the emergence of the mechanisms themselves and the
emergence of higher (structured structuring) structures populating our
multilayered universe.

The second conclusion we want to draw necessitates thinking again
about the story of proteins and nucleic acids. Start first with the im-
portance of membranicity, a lipidlike property we initially encounter in
p-protocells. Proteinoids form membranes of spherical form or in the
form of black bilayers. These appear to be “dumb” macromolecular
special structures, semiautonomous transitional forms without the abil-
ity to reproduce or replicate. Next, we find membranicity in the viruses,
composed as they are of RNA and protein, but devoid of a nucleus and
a cytoplasm. Already in the viral structure we note (a) the coupling of
RNA and protein and (b) the separation of this system from the en-
vironment via a semipermeable membrane of sorts. By the time we
come to the living cell we find both of the above, augmented and
strengthened by the inclusion of allostery and translation, properly
amended and “smartly,” that is, code-informationally, articulated. It
now appears that a larger and higher structural unit has emerged in-
corporating the nucleic elements, the proteins, the needed membran-
icity, some form of RNA (t-RNA, mRNA), and several other

5 The literature on nonlinear dynamical systems is already enormous. I have
consulted, among others, Feigenbaum 1981, 1983; Haken 1978, 1984; Kirkpat-
rick 1981; Lundqvist et al. 1988; May 1973; Nicolis and Altares 1988; Prigogine
1980; Prigogine and Stengers 1984; Ruelle 1989; Serra et al. 1986; Solla et al.
1986; Tabot 1989; Vidyasagar 1978. On chaos theory and its applications: Crutch-
field et al. 1986; Crutchfield and Huberman 1980; Cvitanovic 1984; Ford 1989;
Gleick 1987; Grebogi et al. 1987; Hao Bai-Lin 1984; Richards 1988; Shaw 1984;
Steeb and Louw 1986.
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microstructures, such as organelles, lysosomes, centrosomes, and ribo-
somes.'® The important point here is that of incorporation or subsump-
tion: A dominant, higher, emergent structure appears, subsuming fully
or partially various previous modes of organization. This new structure
re-organizes the possibility space, the resources and the processes, sets
a new boundary for the emergent structure on the basis of which new
laws and properties may appear, and ecologically asserts its new-found
unity. This amounts to what Pattee and Polanyi have called a new clo-
sure property that operates as a new law of organization, the logic of
the emergent structure. Henceforth, the relationship between a cell and
an organelle or a membrane-like p-protocell or any particular form of
RNA or even the nucleolus is one of subsumption and heterarchy or
hierarchy, not of strict assembly implying structural reduction. From
here it is only a jump to Darwinian evolutionary emergence.

The mental

From the brief consideration of the physical, chemical, and biological
instances of emergence let us now turn our attention to the issue of
emergent mental states. This is another complicated situation, which
philosophers, cognitive scientists, and neuroscientists are still trying to
disentangle under the general rubric of the ‘“mind-body problem.”” The
mind, to be sure, is not an entity; it is not an extensional phenomenon
defined spatiotemporally.!” Is it, then, nothing more than a category of
folk psychology, a commonsensical, impure form of referring and nam-
ing? A number of theories, falling more or less under the umbrella
concept of reductive materialism, or allied to it, have been proposed to
explain the mental: philosophical behaviorism, the identity theory form
of reductive materialism, eliminative materialism, and functionalism.
Details of these doctrines and counterarguments relative to their claims
can be found in the large body of relevant philosophical and cognitivist
literature (see Churchland 1984; Margolis 1984) and brief definitions
are given in the Glossary.

Is, then, the “mind” an emergent phenomenon? And is it a structure?
The expected answer of philosophical behaviorists and identity theory
followers would be negative on both counts. However, compelled by

¢ This may have happened by way of a larger cell-like structure in some sense
cating small cell-like, viral, or organelle-like structures that were independent
in earlier evolutionary times. See Fox and Dose 1977; Matsuno et al. 1984.

17 On the dualist view, the mind may be considered an entity of a nonextensional
order, ie., without mass and extension in space. This Platonic view is ap-
proached asymptotically by Popper and Eccles (1984) and Elsasser (1966,
1970).
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the evidence, eliminative materialists such as Churchland concede the
evolutionary emergence of the mental but not the significant autonomy
— relative as it may be - of its structure. Functionalists, such as Dennett
or Fodor, have answered in the affirmative to both parts of the question:
the mental is conceived as the relational system internal to the black
box, a structure emergent though always connected to (in effect incar-
nated in and animating) the material substratum at hand. In a sense,
then, the functionalist seems to argue for a many-to-one relation be-
tween material substratum — body, machine, silicon creatures — and the
structure of the mind. In both eliminative materialism and functionalism
the mental is viewed as diachronically emergent, novel in properties,
organized somewhat autonomously (eliminative materialism) or fully
autonomously (functionalism), and as a structure exhibiting its own or-
ganizing logic (though the eliminative materialist would accept the
above on a tentative basis while still believing in the ultimate vindica-
tion of the full reductionist program).

Still, some functionalists, notably Fodor who is a leading member of
the movement, came to rather tentative conclusions about the prospects
of understanding the mind in a neat modular way: his summary of re-
search in neuroscience and cognitive science indicates support for the
modularity of the peripheral cortex, but points out the nonmodular,
Quinean or indeterminate as he calls it, nature of the central high cortex
(1983). Similar research findings by Eccles (1989) and Sperry (1969,
1976) convinced Popper to opt, unnecessarily, I believe, for an ““inter-
actionist property-dualism” (Popper and Eccles 1984), and Sperry to
advocate a special “control hierarchical” organization of the mind.
These views come close to those of Pattee (1970, 1973), Weiss (1969,
1970), and others, who were at work elaborating additional nuances of
emergence such as distancing, self-loop, self-control, plasticity, or lift-
ability on the basis of a full-fledged theory of hierarchy.

The work of Eccles (1989), Sperry (1969, 1976a, 1976b), Edelman
(1987, 1989), Mountcastle (Edelman and Mountcastle 1978), and others
has already demonstrated what even an eliminative materialist would
now concede, namely, that the internal organization of the brain, par-
ticularly of the higher faculties, has achieved a more or less pronounced
degree of plasticity and semiautonomy. We can use Churchland’s own
arguments and empirical references on the matter to clarify this point.
He, too, finds plasticity and semi-autonomy expressed, among oth-
er things, in the fact that (a) “the functional properties . .. of a neuron
are decidedly plastic, since the growth of new synaptic connections and
the pruning or degeneration of old ones can change the input/output
function of the cell” (1984:131); (b) even the most localizable mod-
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ule®® privileged by reductive materialists is but “only one of several
parallel systems” in interaction (140), which implicates redundancy,
plasticity in neuronal connections, and loop processes; (c) as the brain
monitors the extranervous world, ‘it also monitors many aspects of its
own operations . .. and it also exerts control over many aspects of its
own operations” (137).!® Thus, even Churchland reaches the conclusion
that “‘with the brain at the level of articulation and self-modulation
found in humans, a certain autonomy has crept into the picture” (140;
my emphasis). These points have been more recently amplified by the
renowned neuroscientist Gerald Edelman in his books Neural Darwin-
ism, Topobiology, and the more recent The Remembered Present. Using
the newly developed logic of neural networks, Edelman espouses a the-
ory of brain structure and development that provides the empirical un-
derpinnings for a heterarchical conceptualization of emergence and
interlevel connections. We will discuss his views in more detail in Chap-
ters 3 and 11.

Conclusion

In the present chapter we have provided some solid grounds for ac-
cepting emergence, whether under a constructionist, heterarchical, or
hierarchical construal of this term. We have discussed emergence at
different levels and, according to the preferences implied in different
emergentist strategies, emergence of varying strength and import (i.e.,
degree of implied relative autonomy). We have had a rough ride in the
rapids of modern science to see the actual, contingent, and extremely
complex production of emergence. We are now ready to move to an
elucidation of the particulars of the heterarchical and hierarchical con-
ceptions of emergence.

% On the older localization theories and their critiques see Edelman 1987, 1989;
Fodor 1983; Gazzaniga 1970, 1984, 1988.

1 These last remarks point clearly to why and in what direction Churchland is
bound to abandon eliminative materialism in favor of a more complex heter-
archical model — cf. his 1989.



3  The nature of hierarchical and
heterarchical organization

The acceptance of emergence, under any of its weaker, moderate, or
stronger conceptualizations, but especially in the case of the latter two,
automatically commits one to the view that the world is differentiated
not only horizontally in terms of phenotypes but vertically, in terms of
different levels; that is, that it exhibits an integrated pluralistic structure
(Bhaskar 1975; Bunge 1969, 1973a and b; Popper 1982). This view has
been commonsensically expressed by authors writing in several fields:
the phenomena of the world, they argue, cannot be either so randomly
racemic or so globally interconnected as not to exhibit some differen-
tiation from each other. Minsky, for instance, writing about the possi-
bility of extraterrestrial communication, begins with the following
argument: ‘“There can’t be any objects, things, or causes in worlds
where everything that happens depends, more or less equally, on every-
thing else that happens. ... To deal with something complicated, you
must find a way to describe it in terms of substructures within which
the effects of actions tend to be localized. To know the cause of a
phenomenon is to know, at least in principle, what can change or con-
trol it without changing everything else” (1985: 136). In a similar vein,
our premiere social methodologist, Blalock, has asserted that “[T]he
theorist must make the fundamental assumption that the real world can
be approximated by a block-recursive model, in which the total set of
variables can be partitioned into blocks in such a way that there is no
feedback between blocks” (1969). His view then comes close to the
earlier views of Ando, Fisher, and Simon (1963) who had argued that
presuming the world can be conceptualized as a “system of simulta-
neous equations,” there is nothing we can say or do about it unless we
consider this system as nearly ‘“decomposable” into a ‘hierarchy of
subsystems” that have a causal ordering.

The above statements share a common insistence: if any knowledge of
the world is to be had, we must, as Aristotle suggested, distinguish the es-
sential features of the world from the inessential ones by focusing only on
the essential (or stronger) connections obtaining in the world as against
the inessential (or weaker) ones. This is equivalent to saying that we must
partition the world again and again, until an acceptable number of units
and subunits and subsubunits is found forming some sort of level struc-
ture; the world must be analytically separated exactly because it is pre-
sumed to be differentiated in reality both horizontally and vertically.

42
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It so happens that this position accords rather well with the so-called
state space or phase space approach to mapping the dynamics of the
phenomena of the world (Garfinkel 1981; Primas and Mueller-Herold
1978), successfully applied to quantum mechanics and generalized by
several philosophers of science (Lloyd 1984; Suppe 1990; van Fraassen
1980, 1990).* Thus, it is tempting to use phase-separation and frequency
talk to support the talk about levels, in general to support the view of
the hierarchy of systems and subsystems and of integrated pluralism. It
appears that the concepts of emergence, constraint, modularization, and
phase-separation are at minimum linked together and overlap, if they
are not alternative descriptions of the same phenomena. The basis of
each of these concepts, either implicit or explicit, is a reliance on a
logically prior conception of “levels”” and, thus, makes reference to and
analysis of such a theory of levels inescapable.

Levels: initial conceptions

Working out a theory of levels is not a simple task — it must not be an
arbitrary arrangement of levels arrived at by equally arbitrary proce-
dures. There must be logic and reference involved, but not too idealized
and rigid a logic because there cannot be any absolute reference.” These
caveats having been stated, let us consider some instances of proposed
level structures derived by the successive application of constraints on
an initially unconstrained or minimally constrained field.

First, let us examine Chomsky’s presentation of the types of formal
grammars. Chomsky (1957, 1959; cf. Barr and Feigenbaum 1981; Hop-
croft and Ullman 1969) considered four types of grammars (0-3) as
forming a hierarchy on account of the number and character of restric-

! In the state or phase space approach, the world is conceptualized as composed
of physical entities and entangled systems with many relations (the quantum
mechanical view), or as fitting a mathematical model with many variables (the
mathematical or semantic view). Any particular configuration of the values for
these entities or relations is a state of the system, while state space or phase
space is a collection of all possible configurations. States of the system have a
temporal component so that the sequence of states manifests the deterministic
or stochastic history of the system. The transition from a state or phase to
another is usually not equiprobable; hence, the importance of knowing the
Markovian-like, multidimensionally-specified transition probabilities from one
state to another. Thus, also, the need to speak of “phase-separation” and dif-
ferential “frequencies” in nonlinear systems, given that in such systems bifur-
cations and chaotic jumps bring about new boundaries, and, therefore, new
stability conditions. On the general issues consult Garfinkel 1981; van Fraassen
1980, 1990; Suppe 1990.

On reference in the internal realist and ontological pluralist conceptions see
Goodman 1978; Putnam 1981, 1982, 1983, 1987, 1989. On the pragmatist notion
of reference see Margolis 1986; Rorty 1979, 1982, 1989.

~
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tions imposed on the form that algebraic or machinelike rewrite rules
can take. Thus, Grammar Type O has no formal restrictions on the
rewrite rules; the whole set of productions over a given vocabulary of
symbols with no restrictions on the form of production can become a
language if it can be recognized by a Turing machine. Type 1 Grammars
have minimal restrictions and are called “‘context-sensitive” grammars;
natural languages are usually of this Type 1 variety, exhibiting a lot of
flexibility in construction and use with minimal formalities. Type 2
Grammars, called “context-free,” have further restrictions on rewrite
rules, are more formal, have less flexibility, and are usually instantiated
in the area of programming computer languages. Finally, Grammar
Type 3 has maximal restrictions, is rather rigid but very formal, logico-
mathematical and is the prototype of what Chomsky and the structur-
alist linguists call model “regular grammar.” So, in this case a hierarchy
of grammars arises out of the successive restriction of rewrite rules, that
is, the application of constraints on the generation of admissible syn-
tactic structures.

The second example is offered by Peter Medawar and refers to the
late nineteenth-century Erlanger program of formalization of geome-
tries proposed by Felix Klein (Medawar 1974; cf. Yaglom 1987). Klein
made the distinction between four types of geometry arranged in a
hierarchy of geometries on the basis of the kind and number of con-
straints operating on each of them; thus, he distinguished geometries of
higher abstraction and few constraints at the lower level of organization
from geometries of lower abstraction and more constraints at the higher
level. His system recognized topology with the fewest constraints (sid-
edness), projective geometry emerging with a few more constraints
(linearity), affine geometry, even higher and with more constraints (par-
allelism, linear integral functions), and finally, Euclidean geometry with
the most constraints (symmetrical magnification, on top of the previous
ones) and highest specificity. Based on this Kleinian hierarchy Medawar
has defined a level as the ensemble of properties of a domain’s objects
that remain unchanged or maintain invariance under the transforma-
tions of a given group. Medawar uses this insight to suggest that physics,
chemistry, biology, and ecology/sociology can be analogically under-
stood as a level hierarchy in the same way that Klein’s geometries ap-
pear to be.

From a constraint-based theory of levels® let us move on to other
formal views, such as those of Mario Bunge. In his paper “The Meta-
physics, Epistemology, and Methodology of Levels” (1969; see also

3 See Thom 1984; Zeeman 1974; and, especially, Atkin 1974, on the restriction
of “possibility space.”
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1973a and b), Bunge defines a level structure as an ordered pair con-
taining (1) a family of sets of individual systems and (2) a binary rela-
tion that is one—many, reflexive, and transitive, and represents a process
of emergence or coming into being of novel or qualitatively new sys-
tems. Furthermore, a level is “a collection of systems characterized by
a definite set of properties and laws,” as “some of the emergent char-
acteristics or nova are the exclusive property of the given level” (1969:
20). Bunge seems to accept the notion that the totality of systems
forming the level structure is partially ordered (1973b:149), though he
refuses to call it a hierarchy because the set is not equipped with a
relation of domination. (His relation, E, of emergence is reflexive and
not asymmetrical.) The rest of his formalization follows along the above
lines.*

Bunge, notwithstanding his strongly realist rhetoric, comes surpris-
ingly close to a heterarchical position. He argues that emergence brings
forth novel properties and laws but that, in any case, newer does not
necessarily mean higher or superior but just later in the game. On the
one hand, he says, emergence is always an emergence from preexisting
levels and, on the other, as in any evolutionary process, some new prop-
erties emerge while some other properties are lost. Given the above,
and given also the definition of the emergence relation, E, as reflexive
and not asymmetric, Bunge is ready to accept that there is no ordering
involved here: ‘“while some level structures are ordered sets, others are
not (they could be only partially ordered or not linearly ordered at
all).” How then does he conceive of this partial and/or nonlinear or-
dering? “The older levels,” he says, “support the newer, without nec-
essarily tyrannizing them. Moreover this dependence is primarily but
not totally unilateral, as the new levels may exert a secondary reaction
on the older ones” (1969:22-3). Here he has come upon something
significant, which we will explore further later on.

Levels in computers

We may profit, too, from the work of many cognitive scientists, who
have conceptualized the transitions in the level structure in terms of
the notion of chunking (Cohen and Feigenbaum 1982; Miller 1956; cf.
Schank et al. 1977, 1981, 1984). Let us again use Hofstadter as a guide:
while at the lowest level of a computer’s machine language any descrip-
tion appears “like the dot-description of a television picture,” at the

* Bunge has a rather strong sense of realism of levels and, consequently, also of
epistemic realism (1969). Bhaskar 1975 derives from him a “transcendental”
argument about structural entities.
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highest level the description is greatly chunked. “[T]he chunks on the
high-level description are like the chess expert’s chunks, and like the
chunked description of the image on the screen: they summarize in
capsule form a number of things which on lower levels are seen as
separate” (1979:287-8). Now if we construct a computer language level
structure, called by Hofstadter a “hierarchy of levels of description of
programs,” we will find four basic levels: that of machine language at
the bottom, followed by the level of assembly language, then that of
compiler language (compilers and interpreters), and, finally, the level
of operating systems and higher-level programming languages. These
levels are, obviously, artifacts of a particular simplifying description,
while the truth of the matter is that the relationships between levels
and within levels (at the sublevel domain, particularly in the interme-
diary levels) are neither so neat nor so equidistant. Indeed, as Hof-
stadter explains, the relationships are more tangled than that.

Machine language is as close as one can get to the hardware, that is,
the physical and electronic constitution of the computer as a machine.
The electronic hard-wiring of the computer involves a variety of mod-
ular or nonmodular networks built by incorporating numerous logical
gates. Registration in and firing of the network is done in binary mode
via the on/off switching and the (AND, OR, NOR, etc.) logical capacity
of the gates. Machine language, therefore, consists of elementary — and
rather formal - instruction of writing and manipulating “bit” sequences
of binary (0,1) coding registered in the memory of the machine. On the
other hand, assembly language consists of instructions that are
‘“‘chunks” of machine language instructions, that is, abstracted summa-
tions of some of the latter, allowing the user to name them in plain
natural language terms. Thus, instead of giving any address in memory
in terms of binary representation, you can just refer to the word in
memory by its “name.” It is important to note here that this form of
chunking involves a translation that preserves a one-to-one correspon-
dence between assembly language instructions and machine language
instructions, a correspondence which implies that, in this case, there is
no real emergence.’

The movement from assembly language to compiler (or interpreter)
language is of an altogether different nature. It is not a translation from
assembly to compiler language and, a fortiori, not a transcription of the

* There is no true emergence in chunking except when we consider it as a gestalt
switch, a change in the “order of parameters.” Consider also in this context
the hierarchical problem representations or abstraction spaces used in many
artificial intelligence programs, such as in Newell’s and Simon’s GPS model of
theorem-proving in logic or Sacerdoti’s ABSTRIPS planner; in Cohen and Fei-
genbaum 1982.



Hierarchical and heterarchical organization 47

former. It is not a form of chunking that involves reference to a con-
tiguous area in memory, nor of one that involves simple (one-to-one or
many-but-contiguous-to-one) correspondence to assembly and, thus,
also to machine language. It is instead a sort of chunking that involves
many-to-many correspondence or mappings of contiguous or noncon-
tiguous elements: algorithms, subroutines, and procedures emerge that
are higher modules or functions, operating as different modes of artic-
ulation of specific or equivalent parts or elements of the assembly/ma-
chine language. Different elements of the machine language map into
different modules or functions in the compiler language, so the units of
the compiler language appear to be special modes of articulation or
particular states of the system based on, but not trivially reducible to,
the elements of the machine language. This form of chunking begins to
manifest a real level emergence in a sense not found in the previous
example of the relationship between the machine and assembly lan-
guages. The same obtains in the case of operating systems and even
higher-level languages that become more liftable from the specific
machines on which they have been based, and, therefore, more port-
able and usable with other machines.®

Nonetheless, it is wrong to speak of complete liftability, because sta-
tistically not many hierarchical systems can be shown to possess this
property. It is more realistic to speak of a partial liftability, and abandon
or bracket the notion of portability or the alleged realizability of higher
levels of, say, mental states into alternative, machine or alien substrates
(as per functionalism). On my view, which is an extension and twisting
of Hofstadter’s post-functionalist conception, across-level relations are
several-to-several or many-to-many mappings allowing the emergence
of semiautonomous modules or functions that are still supported by
(i.e., based on), yet are only partially liftable above the lower-level
substrates.

The brain/mind

On the basis of our discussion of the hierarchy of computer languages,
we may now confront the last example of a level structure — that of
mental phenomena (also see Chapter 11). Indeed, one may read afresh
accounts by Hofstadter (1979; Hofstadter and Dennett 1981), Dennett
(1981), Fodor (1983), or Churchland (1984), of the relationship obtain-
ing between brain and mind and come to the following realization: A

¢ One may read in the context of liftability/portability the exciting, though pos-
sibly flawed, early essays of Putnam, “Minds and Machines” (1975a) and “The
Mental Life of Some Machines” (1975b).
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partial ordering or level structure exists covering the domain of phe-
nomena from the neurophysiology of the brain to the higher faculties
of the mind. This level structure has at least four, maybe five, levels
(from lower to higher):

(5) the level of agent;

(4) the level of the higher subsystems of the mind;
(3) the level of symbols and mental states;

(2) the level of the neuronic complexes;

(1) the level of neurons, the substrate of mind.’

The neurons are the real hardware of the brain, its electronic net-
work. And this is, presumably, an inviolable level, in the sense that the
higher levels cannot violate the physical neuronic substrate (and, thus,
the physical, chemical, and biological constraints shaping it or, by der-
ivation, the laws governing it). Or can they? Several neurobiologists
have suggested, and Churchland concedes, that neuronic linkages are
ever changing and, thus, are not like the stable logical gates of com-
puters. Edelman’s work (1987, 1989) and that of many other investi-
gators has confirmed beyond any reasonable doubt that such change
takes place constantly and not only randomly, but also as a result of
competitive pruning and of influence from higher levels.

The level of neuronic complexes is even more intricate and intriguing.
Neuron cells do not simply aggregate into neuronic complexes: if this
were the case we would have found a perfect or near perfect corre-
spondence between mental states and neuronic complexes (as per the
extended localization theory).® But this is not so. Neuronic complexes
could, to a certain extent, be thought of as fuzzy configurations of con-
tiguous neurons, were it not for the fact that (a) different structures of
neurons tend to be expressed, at least indirectly, and feed back onto
one another; (b) particular neuron cells are differentiated as simple,
complex, and hypercomplex, mapped into one another not only one-
to-one but also many-to-one; (¢) connections of neurons are not always
contiguous, given the particular form of various neurons; indeed, a large
number of connections are not localizable at all; and (d) mental func-
tions do not appear to be fired via an exclusive pathway. Even if a so-
called classical bundle of neurons is used, several alternate pathways
seem to operate as well in parallel processing, giving rise to an aston-
ishing number of Lashley-type paradoxes (see Churchland 1984, 1989;

7 This is adopted from the work of Hofstadter and Dennett (1981). See also
Arbib 1985; Dennett 1984, 1987, Edelman 1989.

8 Churchland 1984 seems basically to subscribe to such a view of primary (though
not secondary or tertiary) localization. See further exploration of this view in
Edelman and Mountcastle 1978; Fodor 1983; and Gazzaniga 1970, 1984.
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Edelman 1982, 1987, 1989; Edelman and Mountcastle 1978; Gazzaniga
1970, 1984, 1988; among others). Given these extremely significant vi-
olations of localization or one-to-one correspondence, neuronic com-
plexes do not appear to relate as neatly and formally to their substrate
as machine language relates to the electronic wiring of a computer.
Rather, it looks as if these relations are already many-to-many map-
pings or, at least, closer to that model.

As we move from neuronic complexes to symbols and simpler mental
states it becomes clear once again that the many-to-many mapping is
more pronounced. Symbols, being quasi-hardware-based realizations of
concepts and expressors of mental states, have a (semi) autonomy of
their own: on the one hand, they are underdetermined by neurons and
neuronic complexes carrying them because of the strong, many-to-many
mappings; and, on the other, at their focal level symbols trigger other
symbols (Edelman 1989; Hofstadter 1979:357) with which they are in-
evitably connected. Efforts in cognitive science to construct semantic
networks (J. A. Anderson 1983a; Barr and Feigenbaum 1981; Winograd
1972, 1980, 1982) have had to face this problem squarely. In terms of
our previous discussion, symbols are emergent and, as such (though
based on it), irreducible to the neuronic level. The same holds true, a
fortiori, for the higher functions of the mind, including conceptual cog-
nition, agency, and self-consciousness.’

One arrives at the same conclusion by working through the
implications of Gddel’s incompleteness theorem (Davis 1965). Indeed,
Godel’s proof suggests that a high-level view of a system may contain
some explanatory power which is absent — even in principle — on the
lower levels. There could be, therefore, some high-level way of viewing
the mind/brain, involving additional concepts which do not appear on
lower levels. If so, this would mean that “‘some facts could be explained
on the high level quite easily, but not on lower levels at all” (Hofstadter
1979:707-8). This will be even more so in the still higher levels of men-
tal subsystems or faculties (see Edelman 1989; Fodor 1983; Fodor and
Pylyshyn 1988) and the so-called agent-level as well (Dennett 1987;
Hofstadter and Dennett 1981). For reasons, then, having to do either
with the formal consequences of the Godelian theorem or with the
empirical facts of the existing many-to-many mappings in both brains
and computers, semiautonomous levels of structural organization seem
to emerge almost inevitably — levels that are underdetermined by and
partially liftable out of their supporting lower levels.

° Several examples of such many-to-many mappings can be cited. For instance,
Levins (1973:120) relates that in genetics most significant traits are controlled
by more than one gene and that most genes affect more than one trait. Levins
explicitly mentions the importance of the several-to-several mapping function.
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At this juncture, we need to derive some preliminary conclusions
which will help us move on to another level of abstraction.

Level structures

The failure to demonstrate that any ‘“higher”” complex phenomenon is
trivially and completely reducible to its constituent microparts justifies
holding the presumption that the world, as we know it, is inescapably
organized as a “level structure.” This presumption is already widely
held and increases to be so. This granted, however, the question of the
character of that level structure gains greater importance and appears
to divide opinions once more. What is the nature of the relationships
between levels? What are the characteristics of the process of compo-
sition or relative autonomization of levels from each other? What sort
of ordering obtains between the different levels?

In the previous chapter we disposed of two extreme possibilities,
complete decomposability or the complete indecomposability of any
complex system,'” so we may now concentrate on the intermediate po-
sitions. Close to the extreme positions we find two moderate variants
which make some concessions that, at least at the semantic level, appear
to be significant. Thus, Simon in his early work introduced the prag-
matic talk of “‘sealing off”’ various “‘phase-separated” ““frequency’ sys-
tems or “‘modules,” and spoke of nearly (completely) decomposable
systems, in which ““(a) the short-run behavior of each of the component
subsystems is approximately independent of the short-run behavior of
the other components; and (b) in the long run, the behavior of any of
the components depends in only an aggregate way on the behavior of
the other components” (Simon 1965:69; cf. Ando, Fisher, and Simon
1963). According to Simon, near-decomposability implies that compar-
atively little information is lost by representing the systems as forming
hierarchies, that is, as if they were completely decomposable. Here then
speaks a methodological modular reductionist who is also, as we have
seen, a pragmatic holist.

Elsasser (1966, 1975), Polanyi (1968), even von Bertalanffy (1952,
1968), on the other side, speak of nearly (completely) indecomposable
systems and in so doing, are labelled by their opponents as vitalists
because their argument refers basically to a nonreductionist conception
of life. This line of thought tilts toward a “metaphysical dualist” phi-

1o Any argument on behalf of complete or nearly complete indecomposability has
hyperfunctionalist/vitalist overtones, as in the Romantic idea of an Anima
Mundi or the current talk of Gaia. On the Gaia hypothesis see Lovelock 1979;
on a similar cosmological anthropic principle, Barrow and Tipler 1986; Davies
1988.
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losophy, strenuously championing the notion that the world is organized
not only as a hierarchy but as a control hierarchy that is, in a way in
which higher-level phenomena nearly subsume and control (Polanyi
says “harness”) the lower-level phenomena composing them. To this
point we will return shortly.

Between the positions of complete or nearly complete decompos-
ability or indecomposability, we find two variant views, very close to-
gether, which we may call positions of partial ordering. The first of
these, partial indecomposition, can be thought of as a weakened Si-
monian view: though emphasizing the need for decomposition for
knowledge, it considers the empirical successes and future prospects of
decomposition limited or partial, resting on somewhat fuzzy differen-
tiations that cannot exceed a certain threshold to become even nearly
complete. This accords well with the Popperian talk of the open uni-
verse and the crucial failures of reductionism (Popper 1974, 1982) as
well as the general line of development of constraint and hierarchy
theory (Maynard Smith et al. 1985; Pattee 1973, 1979). The second view,
partial decomposition, adds a further restriction to the possibility of
partial decomposition by insisting that even such partial decompositions
uncover multiple and different (e.g., parallel) modes of subsystem or-
ganization, interaction, or information processing that cannot be
thought of as equivalently decomposable. A good example of this is
that of the higher organization of brain/mind summarized above, which
will be further developed in Chapter 11. My conception of partial de-
composition involves the recognition that (a) though we may speak of
pragmatically decomposable systems, the decomposition of such sys-
tems (b) sets forth a variety of nonequivalent, polymorphous, partially
entangled subsystems and (c) still leaves over a host of nontrivial ele-
ments that cannot be simply ignored but must be considered as a set
of externalities-to-decomposition (briefly, as externalities to the subsys-
tems, including quasi-subsystems, free elements, strange animals)."!
Speaking in the language of many-to-many mappings in the brain/mind,

' For the dynamics of partial decomposability and its multilevel basis see Hop-
field and Tank 1986; Kaufman 1969; Levins 1973; Lewontin 1970; Wills 1989;
Wilson 1980. A different approach has been suggested by Simon (1973) and
Hofstadter (1979), who see decomposability as a resultant of weak interaction
within a system. Simon noted that while the interaction of protons and neutrons
involves energies of some 140 million electron volts, molecular covalent bonds
involve energies of the order of only 5 electron volts, and the bonds that ac-
count for the tertiary structure of large macromolecules involve just about one-
half of an electron volt. Hofstadter has also distinguished the extremely strong
interactions within proton and neutron particles (holding the invisible
“quarks”) from the strong interactions of protons and neutrons within the nu-
cleus, and the weak interactions of nearly free electrons within the atom. This
has suggestive but complex implications, undeveloped by the authors.
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any decomposition of such mappings (1) would certainly be a partial
one, (2) would only lead to a vague localization of symbolic activity in
neuronal complexes, (3) would uncover a variety of indirect linkages,
neuronal expressions, and parallel or multiple processing modes, and
(4) would still leave unexplained a number of nonlocalizable paradoxes
(Lashley effects; puzzles cited by Eccles, Sperry, and others) that would
appear to be external to the localization-related decompositions.'?

What on earth, then, is a level structure that is partially decompos-
able and possibly constitutes a partial ordering — that is, under certain
restrictions and qualifications, a hierarchy of sorts?

Two-level relations

Consider the relations or mappings that obtain between any two levels
of a proposed level structure. I distinguish four types of relations:

(1) a part/whole relation that affords the inclusion of parts in-
to wholes in the form of nested structures on the basis of a
several-to-one connection;

(2) a complex several-to-several or many-to-many relation between
an emerging tangled system and an underlying micronet form-
ing a tangled composite structure;

(3) a collective/individual relation that indicates a weak nesting of
levels emerging by the application of some collective constraint;
and

(4) an aggregate/individual relation that signals the rock-bottom
inclusion of individuals to nonnested collections that are not
structured.

These relations characterize different forms of orderings between lev-
els. One way to look at these orderings is by distinguishing two basic
forms, each one having two subtypes, as depicted in Figure 3.1.

Nested and nonnested levels

Any three contiguous levels of a level structure could be either nested
or nonnested, where nesting implies successive, at least partial (if not
complete) inclusion of lower levels into higher ones in the form of parts
or wholes. However, in nonnested relations, there are no parts or whole
relations across levels that make the structures of any particular level
parts of the next higher level, but wholes relative to the level below.
All we may have are relations between two levels that involve, in one

12 On the nonlocalizable nature of neuronal processes see Churchland 1984; Ed-
elman 1987, 1989; Fodor 1983; Gazzaniga 1984, 1988; Kohonen 1978, 1984.
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Figure 3.1. Interlevel orderings

instance (that of “collectives”), a weak form of inclusion and, in the
other (that of “collections”), no inclusion whatsoever, so that at bot-
tom, there is only one real level, that of the presumed ultimate ele-
ments. Of these two subtypes of nonnested relations, collections, on
face value, are no orderings whatsoever. Collections of individual ele-
ments are exactly that — nominal aggregates. They are sometimes
treated as if they involve a presumed form of inclusion that can lead
to nesting, but in effect they appear as such only when taken meta-
phorically. So, for example, collections or aggregates of individuals have
been posited as if they were individuals themselves to be included as
members in another collection or as parts in a larger whole; but that is
only commonsensically tolerable if one loosens up considerably the
standards of analytical discourse. The appropriate relation in nonnested
relations is an individual/aggregate or elements/collection relation, but
never a parts/whole one. We will see later on that, in social theory,
Homans’s criticism of Blau (as well as Blau’s inability to provide a
cogent response) rests on the conflation of collections with collectives
(see Homans 1975:56). Collectives are something more than a reducible
aggregate of elements, though they are still based on a relation between
only two levels (i.e., a nonnested relation). A collective exists (1) in a
statistical sense, when collective constraints emerge spontaneously (as
in driven systems, per P. W. Anderson 1984) as statistical properties on
an underlying collection accounting for novel phenomena, such as cy-
cles, oscillators, or spatial patterns; or (2) in a would-be control hier-
archical sense, when a statistical closure property acting on the detailed
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dynamics of the given microparts constrains their degrees of freedom
and redirects the functional performance of the system (as in “natural”
systems far-from-equilibrium, per Prigogine [1980; Prigogine and Sten-
gers 1984)). In both cases, however, some sort of a new (either semi-
autonomous or dominant) boundary has emerged defining a new
reference class, as a result of which we get a type of weak nesting and,
perhaps, the formation of a true — three-level — hierarchical nesting,
Nested structures usually involve either (a) a more or less full inclu-
sion of lower levels into the higher ones, spanning at least three levels,
or (b) a partial inclusion of a similar sort. Full inclusion is indicated by
a several-to-one or many-to-one relation between any couple of a lower
and a higher level; in such a case, structures in a typical level of a nested
structure are parts incorporated in the next higher level’s whole(s)
while, at the same time, they constitute such whole(s) relative to the
structures of the level below them, of which they are presumably com-
posed. On the other hand, partial inclusion between levels implicates a
several-to-several or many-to-many relation, which makes the level
structure considerably more complicated as it introduces significant de-
grees of autonomy at each level and a crucial form of tangledness.

Types of hierarchy

We will call the more or less fully nested structures “hierarchies.” They
are complete or nearly complete linear orderings with a straightforward
relation of full inclusion applying at all levels. Now, it is true that any
theory of levels necessarily involves the demarcation of any level as
higher or lower relative to another level. A general theory of levels will
define higher and lower levels in terms of some notion of “‘complexity”
which may imply full inclusion, partial inclusion, or some other meth-
odologically constructionist notion of emergent complexity. Not all level
structures are hierarchies. The demarcation between higher and lower
levels in a hierarchy proper is posited not merely on the grounds of a
general increase in the scale and complexity of higher levels, but by full
or nearly full inclusion of the lower levels into the higher as well.
There are two types of hierarchies. The stronger one we may call a
control hierarchy or p-hierarchy (Pattee hierarchy), to honor the man
who played a significant role in the development of hierarchy theory.
This is a top-down view of hierarchy, resting on the assumption that
the higher levels have a significant degree of authority over the lower
ones. Such a view warrants the talk of “downward causation” (Camp-
bell 1974) of the “harnessing” of the energy of the lower levels (Polanyi
1968), or the “constraining” of the degrees of freedom of microparts
(Pattee 1973; Weiss 1969). In a control hierarchy, not only have the
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lower parts ceased to exert any important sort of control over the higher
ones, thus leaving them more or less fully autonomous from the lower,
but the higher levels have the power to determine the lower levels from
above to a considerable extent; they have a relation of authoritative
supersession with the lower levels.

The weaker type of hierarchy we may call a modular hierarchy or
s-hierarchy (Simon hierarchy), to honor Herbert Simon, who first in-
troduced the talk of modularity and pragmatic hierarchical chunking.
Modular hierarchy is bottom-up; it accommodates the “in principle”
originality of the microparts and of the lower-level hardware, while
nonetheless recognizing nested structures and pragmatically irreducible
emergence. This approach appears unwilling to restrict the broad notion
of hierarchies to the more specific notion of control hierarchies, except
when the latter are conceived in a strictly methodological, decisionist
sense (e.g., for engineering, econometric, or artificial intelligence pur-
poses). Still, modular hierarchies involve the notion of full or nearly
full inclusion, a criterion demarcating hierarchies from heterarchies.

Heterarchies

We will call partially nested structures between three levels or more
“tangled composite structures” or “heterarchies.” They involve a the-
ory of levels defined in terms of pragmatic criteria of scale and com-
plexity, partial inclusion, and semiautonomy — partial determination
from below, partial determination from above, partial focal-level deter-
mination, residual global indeterminacy — of levels, notions that admit-
tedly are very complex. Tangled composite structures are the result of
nonlinear orderings appearing to describe what I would call, following
McCulloch (1945, 1965) and Hofstadter (1979), the patterns of a het-
erarchical ordering of phenomena. Heterarchies, either as programs
having a structure or as pragmatically real structures, are level struc-
tures in which there is no single governing level; to the contrary, various
levels exert a determinate influence on each other in some particular
respect. This is possible by virtue of the fact that heterarchies involve
multiple access, multiple linkages, and multiple determinations.

Again we will analyze a few meaningful examples. The best case is
that of natural languages. We have seen Chomsky’s hierarchy of gram-
mars developed by the imposition of constraints on rewrite rules. In
natural languages, admissibility criteria are of three sorts, phonological,
semantic, and syntactical, all imposed as constraints by the pragmatic
exigencies of sociohistorical life. Thus, for example, phonological con-
straints (species-specific, ethnic) must be imposed to restrict the admis-
sibility of syllabic or other strings of characters; semantic constraints
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(historical, selectionist) must be imposed to account for the actual
meanings attached pragmatically to words and expressions; and syntac-
tical constraints must be imposed to formulate the formal and informal
rules of grammar. From a more general point of view, that of scale and
entropy-related ‘“‘complexity,”’? it appears that our language is a level
structure produced by the additive application of a hierarchy of con-
straints: first phonological, then semantic, finally syntactical. However,
on further inspection, given the pragmatic origins of natural languages
— their grounding in Lebensformen — we find that it is not true that
these constraints have been imposed in such a hierarchical order or that
their effect is the production of a true hierarchy of language levels. Each
constraint is autonomous and maintains its primacy in some particular
respect, so that the interactive effect of all three constraints is not a
true language hierarchy, but a tangled composite of interacting con-
straints forming language as an overall heterarchy. Indeed, phonetic
constraints do determine and support characters but neither they nor
the characters themselves determine the meaning of words or their syn-
tactical functions in the sentence structure. Thus, we cannot speak of
complete microdetermination (and, therefore, of reduction) to the char-
acter level as a reductionist may wish, nor of simple modularizatioh
as a structural constructionist may think. It is the historical-practical
selectionist constraints that have given words their semantic—pragmatic
meaning; so, in semantical terms, words are hierarchically “higher than”
characters or sentence structures, in the former case appearing as
meaning-producing ‘“supersessions” of characters, while in the latter
case appearing as determinative ‘“modules” ascribing meaning to the
sentence.'* Syntactical constraints do raise the sentence level to the
most important position when considering issues of grammaticality, but
only then.

In brief, looking at the ordering of the level structure: though there
is a sense of partial inclusion in terms of scale and complexity of
characters—words—sentences which may, at first, make one think of a
hierarchical nested structure, there is no way for us to say that sen-
tences are authoritative supersessions of words and characters on all
possible relevant criteria. Sentences may be higher-level phenomena in
terms of macrosize or complexity and grammatical functions but not in

13 For entropic and informational definitions of complexity consult Bennett 1986,
Brooks and Wiley 1986, G. Nicolis 1987, Landauer 1988, J. Nicolis 1986,
Wicken 1987.

4 The issue, of course, is much more complicated. There are important differ-
ences between, among others: (a) the Saussurian-Chomskian/structuralist; (b)
the Fregean/logico-semantic; (c) the neo-Wittgensteinian/language games as
forms of life; and (d) the Austinian-Searlean/speech acts theories, which cannot
be elaborated in the present context.



Hierarchical and heterarchical organization 57

terms of determination of phonetic affinity nor, especially, of semantic
and pragmatic meaning of words and expressions in a natural language,
as Chomsky had thought. Natural languages, then, are tangled com-
posite systems, heterarchical orderings, where semiautonomous levels
and multiple differential determinations (complex feedbacks and self-
loops) coexist and interact, allowing at best only a partial ordering of
the phenomena involved and a relative hierarchy of overall importance.
Natural languages are heterarchies.

The mechanisms that produce heterarchies are complex and have
only recently begun to be investigated. We will analyze in later chapters
the relevant mechanisms of heterarchical organization pertaining to so-
cial structures. For the moment, staying with the examples from the
physical and biological sciences, we may point out that, in general, all
forms of enzymatic catalysis, especially the cases of cross-catalysis, spe-
cifically the instances of interactive auto-catalytic and cross-catalytic
modes of enzymatic activity at the macromolecular and supramolecular
levels, are proto-exemplars of mechanisms of heterarchy formation.
Furthermore, the complex and semiautonomous, higher-level byprod-
ucts of cross-catalytic interaction, the various forms of proto-hypercyclic
(Matsuno 1981; Matsuno et al. 1984) and hypercyclic (Eigen 1977;
Eigen and Schuster 1979; Kiippers 1990) organization are exceptionally
clear instances of heterarchical tangledness. So also is the complex ge-
netic model of the relationships between DNA strands, RNA forms,
and enzymes at the root of the genetic replicability of all eucaryotic
cells and organisms.’

Another example of heterarchy is that of trophic structure, which
emerges from the interaction of primary producers, herbivorous pri-
mary consumers, carnivorous secondary and tertiary consumers, and
decomposers such as fungi and bacteria. Levins and Lewontin (1985;
Levins 1968; and in Pattee 1973) have shown that interactions in a
trophic structure are tangled and heterarchical because selection is mul-
tihierarchical; nonlinear fitness involves interactions among different
loci and linkages, and so the result is a tangled composite system. As
Levins, speaking of ecological heterarchies (or “‘open hierarchies’) put
it: “The dynamics of the system itself and the action of evolutionary
forces on populations of subsystems produces structure, merges some
subsystems, subdivides others, reduces total connectivity among parts,
gives spontaneous activity and organizes [open] hierarchy” (in Pattee

15 See Benner 1988; Dose et al. 1983; Dyke 1988; Kiippers 1990; Woese 1967.
The received view involves DNA strands, RNA forms (mRNA, tRNA), and
enzymes, in a cross-catalytic process of “‘transcription,” by enzymes, and ““trans-
lation,” by ribosomes containing ribosomal RNA.
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1973:127). Similar conclusions have been reached by Allen and Starr
(1982; Allen 1985), May (1976, 1987), and several other investigators.

The necessarily cursory presentation of the examples of language,
brain/mind, computer languages, hypercyclic organizations, genetic rep-
lication, and of ecological systems suffices, I hope, to demonstrate the
specificity of the heterarchical ordering of many categories of phenom-
ena. In the next chapter, we will attempt to spell out the differences
between hierarchy and heterarchy and, thus, to complete the metathe-
oretical task we have set ourselves in Part I.



4 Some formal theses on hierarchy
and heterarchy

Our general discussion in the previous chapter has not yet prepared us
sufficiently to enter the domain of social phenomena and spell out the
basic characteristics of the competing epistemic strategies (or logics) of
social structure. We still need to define the specific characteristics of
hierarchies and heterarchies in a more detailed fashion; this will help
us considerably later on, when we will attempt to articulate the contours
of the relevant compositionist, hierarchical, and heterarchical theories
of structural emergence in the social field.

The teleomatic, the teleonomic, the teleological

We begin, in a roundabout fashion, by offering a classification of
various types of systems or structures — physical, biological, and socio-
cognitive — following the suggestion of the biologist Ernst Mayr and of
various other evolutionists after him (see also the last part of Chapter
8). Mayr describes in the form of a hierarchy three types of processes
beyond the intuitively bottom level of physical existence (Aristotle’s
material cause). All three involve forward-directed processes. He calls
them teleomatic, teleonomic, and teleological.!

Teleomatic processes are those that reach deterministically predict-
able end-states through ordinary physical processes (end-resulting;
involving Aristotle’s efficient cause). Mayr distinguishes two
subcategories: mechanistic-causal and thermodynamic-statistical. Mech-
anistic processes obey the basic laws of nature, such as gravity.
Thermodynamic processes — essentially of the nonequilibrium thermo-
dynamic (NET) variety — obey the laws of entropy and dissipation and
explain the occurrence of irreversible processes. Properly speaking, as
Wicken (1985, 1987, 1988) has suggested, the concept of teleomatic
process must be restricted to the thermodynamic-statistical subcategory
which, because of the irreversibility of results, is a true case of the end-
directed process.

Teleonomic processes are those guiding homonymous systems to end-
states on the basis of internal end-directed programs (genetic devel-

! For these distinctions see Mayr 1969, 1982; O’Grady 1984; the latter speaks of
the first two processes as end-attaining and subdivides them into end-resulting
teleomatic and end-directed proper, teleonomic.

59
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opmental programs, engrams, even equivalent computer programs;
end-directed proper, they involve Aristotle’s formal cause). These pro-
grams may be fixed or somewhat plastic, strictly directing to a prespe-
cified end-state or stochastic in nature. The teleonomic involves
“internal controlling factors” — exhibiting properties of internal rep-
resentational and computational states — that guide homeostasis, on-
togeny, and reproduction in biological organisms, primarily in stable
environments.

Teleological processes take place in and by cognitive biological sys-
tems and are truly goal-seeking (involving Aristotle’s final cause). They
consist of “purposive behavior” and exhibit the properties of intention-
ality, beliefs, and cognition. By making this hierarchical classification
Mayr suggests that a distinct level-order exists between physical, bio-
logical, and cognitive biological (human) phenomena. Implicit in this
categorization is the belief in distinct boundaries, stability conditions,
and modes of operation in these independent or, at least, semiinde-
pendent levels.

The explicit development of the specificity of these different bound-
aries, stability conditions, and operative mechanisms has been done by
Prigogine and his associates, Brooks, Levins, May, Wicken, and other
dynamically and thermodynamically sophisticated model-builders (see
the Bibliography for specific references). As I see it, a good, realistic
way of speaking about complexity and the different processes it involves
would be to consider a horizontal coordinate with four types of systems
characterized by their stability conditions: at equilibrium, near equilib-
rium, beyond equilibrium, and far-from-equilibrium. Systems corre-
sponding to the above stability conditions have been called (a) causal
systems (e.g., simple gravitational systems, such as a rock rolling down
until it reaches the equilibrium point); (b) suppression systems, which
are dynamical linear systems or linearized nonlinear systems near equi-
librium involving disturbance and renormalization (e.g., linearly con-
ceived pendulum systems, Stinchcombe’s homeostatic functional model,
arguably thermostats); (¢) loop-cyclical systems, which are oscillating,
circulating within, or traversing a limited phase-space and have a limited
number of alternating states (e.g., chemical clocks, limit cycles, trophic
systems); and (d) loop-autocatalytic systems or dissipative structures,
which emerge far-from-equilibrium, involve nonlinear reactions and au-
tocatalysis, evolve through bifurcations, and may attain a multitude of
far-from-equilibrium steady states, some fragile, others robust (notably,
organisms, ecosystems, socioeconomic systems, probably the mind).

One could draw the appropriate Cartesian coordinates and fill in the
boxes with relevant examples and properties, but my goal here is more
modest. For the present purpose it suffices to lump together the
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Figure 4.1. The conceptual map of systems

“causal” and “suppression” systems located at or near equilibrium and
the “cyclical” and “dissipative” systems emerging beyond and far-from-
equilibrium. The former are always linear or linearizable, the latter al-
ways nonlinear. We can use the simplified model in Figure 4.1 for
pedagogical purposes.

Linear teleomatic systems, which are physical systems, are mechani-
cal (Newtonian) and classical (equilibrium) thermodynamic. Nonlinear
teleomatic, physical systems are based on nonequilibrium thermody-
namics (NET). The more complex forms of NET are physical dissipa-
tive structures (convection cells, lasers, ferromagnets), as discussed by
Prigogine (Prigogine and Stengers 1984), Haken (1978), P. W. Ander-
son (1979, 1984), and others. Nonlinear teleomatic processes give rise
(via X) to teleonomic linear and nonlinear phenomena and processes,
that is, account for the origins of biologically-relevant informational
systems (proteinoids, RNA, DNA, chromosomal and genetic forms).
The stability of linear teleonomic systems is the result of dissipative
teleomatic processes. Something similar happens in the transition from
nonlinear teleonomic processes, that is, biological dissipative structures
(via Y), to linear and nonlinear teleological systems (intentional indi-
viduals, modes of social organization, modes of production). At this
state of the progress of science we begin to know more about the black
box marked X, thanks to the work of Prigogine, S. W. Fox, Wicken,
Brooks and Wiley, and others; but we know precious little about the
black box marked Y.2

2 On the transition through black box Y see Campbell 1966; Popper 1978 and
Popper in Pollard 1984. On my view, we must distinguish another level between
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Dissipative structures need a bit more elucidation. We have already
defined them as systems involving:

+ nonlinear reactions (including chaos);

+ autocatalysis (positive, even exponential loops);

* bifurcation regimes (arbitrary bipolar jumps);

» multiple far-from-equilibrium states (most of them with fragile

stabilities).

The emergence of such dissipative structures can be explained only by
nonequilibrium thermodynamics. As systems move beyond the equilib-
rium space as a result of changing thermal or entropic parameters, they
go through bifurcation points and, in this irreversible sense, attain states
in their potential phase-space unimaginable from the point of view of
equilibrium or near equilibrium, narrow parameter values. Some of
these phases are robust steady states while others are more fragile or
even ephemeral.® Relatively steady dissipative structures are local forms
of organization that draw or import energy from their environment and
export or dump entropy into it as if it were a global sink. The ability
to do this is based on complex processes that establish hierarchical (or
heterarchical) organization by the superimposition of a variety of con-
straints on previous lower-level structures — as in the case of macro-
molecural forms, such as proteinoids, and, of course, cellular forms of
organization. Here the combination of initial, both causal and genera-
tive-thermodynamic, and boundary conditions brings forth a hierarchy
of levels, each one having more or less independence from the other
either in the bottom-up or top-down sense, or in both senses
equivalently.

Theses on hierarchy and heterarchy

Hierarchy theory has developed along a variety of lines and several key
parts of the theory are still debated among self-proclaimed adherents
to the hierarchical strategy. Heterarchy theory, on the other hand, is

the teleonomic and the teleological, which one may call teleopragmatic; I con-
sider this in eminently sociohistorical terms along Hegelian-Marxist-
Durkheimian lines.

This is the basis of the P. W. Anderson-Prigogine debate. Anderson (Anderson
and Stein 1984) is skeptical about physical “dissipative systems,” although he
recognizes that life itself is such a system; he speaks of dissipation only in
“driven systems” (systems forced to move far beyond equilibrium) and
searches for the appropriate mechanisms of the emergence of biological dissi-
pative systems (e.g., the model of evolution in his 1983). Prigogine and his
associates speak of physical dissipative systems without such caution (see G.
Nicholis 1986 for a review).

w
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still undeveloped and in need of articulation. I will try to capture the
most important dimensions of hierarchy and elucidate the different con-
cept of heterarchy by positing twelve theses; of these, the first eight
relate to both concepts, while the remaining four address the distinct
characteristics of heterarchy alone.

Thesis 1: the commitment to integrated pluralism

In a hierarchy, different levels of phenomena are formed, separated
by different frequencies, rates, or time-scales. In general, higher levels
are associated with slower rates and time-constants and lower levels
with faster rates and time-constants. As contiguous levels interact, for
any given focal level, lower-level processes, which have a fast dynamic,
are smoothed out (averaged or lagged), while higher-level processes,
with slow dynamic, appear as constants, partially translated into “crit-
ical parameters” of the focal level (Allen and Starr 1982; Eldredge
1985; Levins 1966, 1970; Prigogine and Stengers 1984; Salthe 1985).
In this sense, hierarchy theory accepts the notion that “the world is
a multi-level structure. Every level of complexity and organization has
its peculiar properties and laws. No level is totally independent from
its adjoining levels” (Bunge 1969:22; 1973a:173, 184). Levels are not
juxtaposed layers; every level is rooted to lower levels, down to the
chemical and physical ones. Therefore, same-level or intralevel anal-
yses must be supplemented and enriched by cross-level or interlevel
analyses. The world must be analyzed as a level structure. This pos-
tulate is also shared by heterarchy theory, but with the following
provisos.

Hierarchical levels are characterized by complete (or nearly com-
plete) ordering. On the other hand, heterarchies exhibit only a weak
and partial ordering and, in some cases, even nonlinear partial ordering.
Whereas one intuitively assumes that: (a) one level refers to microen-
tities and another to macroentities and that, therefore, it must be the
case that the microlevel is more fundamental and causally prior to the
microlevel; or, the opposite, (b) that the macrolevel, emerging semiau-
tonomously, must be more encompassing and causally superseding the
microlevel. In both instances the reality of the situation is considerably
more convoluted: As in the case of language, there is no bottom-up or
compositional emergence nor top-down or hierarchical supersession of
the lower levels. What we have instead is an entanglement of levels in
which there is no way of telling once and for all that one level is su-
perior to or causally more important or ontologically more basic. Hi-
erarchy means complete inclusion and supersession; heterarchy means
partial inclusion and tangledness.
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Thesis 2: scale as a minimal criterion of a level structure

If they have physical realization, higher levels usually occupy larger
volume. So, in the usual case, higher levels contain and consist of lower-
level structures, phenomena, or processes, or at least of the information
contained in lower levels. A distinction between scale and size is indis-
pensable. Wimsatt (1980; cf. Salthe 1985) is certainly right when he
points out that black holes and bacteria are different orders of things
although they are the same size. Size is only one dimension of scale;
the latter is better defined by rates of exchange, average time constants,
and relative process isolation across levels. Membranes, for example,
can be seen as boundary conditions which slow down exchange and
decrease the rates of interaction across levels. However, enzymatic ac-
tivity within membranes in cellular and organismic entities accelerates
exchange, thus increasing the rate of exchange.

Sealing off, differential frequencies, and/or the application of con-
straints all account for the formation of levels. Indeed, in both hi-
erarchy and heterarchy, scale, usually but not always inferred from
the size of the relevant phenomena, is the basis for the emergence
of the level structure. Hierarchy theory posits complete or nearly
complete separation and inclusion of levels. Heterarchy theory, on
the other hand, recognizes only forms of partial separation and in-
clusion - that is, a form of polymorphic and parallel distributive in-
terlevel connectivity. Heterarchy theory also posits a variety of
linkages, transitivities, and mappings across noncontiguous levels as
we shall see below.

Thesis 3: the dynamics of focal levels
In a static, structural sense activity within any focal level implicates,
besides its own specific laws of dynamics, “initiating conditions” (from
the lower level) and “boundary conditions” (from the higher level).
Hierarchical or heterarchical analysis must always proceed with the de-
tailing of interactions between at least three contiguous levels: the focal
“level of interest,” the system; the “level without,” the environment;
and the “level within,” the components (Patten 1981, 1982; Salthe
1985). Initiating conditions refer to the causal and thermodynamic proc-
esses intrinsic in the components of structures or systems at any focal
level. Boundary conditions refer to the emergent properties of the next
higher-level system as a result of self-organization, phase separation,
and newly achieved stability; put differently, such boundary conditions
are developed by the imposition of constraints on the faster dynamics
of the lower level. At any given focal level the level within is a sum-
mation of all the lower levels for that system, in a decreasing order of
importance; the level without, that is the environment, represents the
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summation of all the higher levels for that system, also in decreasing
order.

This thesis as it stands is in agreement with heterarchy theory — how-
ever, to this minimalist platform, which is basically acceptable to all
emergentists, proponents of heterarchy theory will add some ““transitiv-
ities” from other levels non-contiguous to the focal level, on the basis
of some other (non-additive) constraints. The outcome would be a tan-
gled level structure. The bottom line is that heterarchy theory ascribes
a more dynamic role to the focal processes given these complex tran-
sitivities operating therein.

Thesis 4: constraints involved in a scale hierarchy

Constraints themselves are determined by the amplitude and asym-
metry of information exchange between any contiguous pair of con-
straining—constrained levels (cf. Allen and Starr 1982:20). A hierarchy,
in fact, is nothing but a system of superimposed constraints on com-
ponents at any given lower level. Constraints are “environmental ref-
erents” in the specific sense of an environment factored into levels that
incorporate historical factors as well as immediately cogent ones (Salthe
1985:83; see also Patten 1982).* Levandowsky and White (1977) have
described a number of mechanisms accounting for the emergence of
higher level constraints, such as (a) spatial inhomogeneities emerging
by virtue of the instability of homogeneous space, (b) complex wave
patterns generated by the interaction or conflation of many phenomena
at different higher levels having different periodicities, and (c) the spe-
cific nature of periodicities themselves as relevant, contingent, often
nonlinear, temporal phenomena.

While in a hierarchy distinct hierarchical levels are said to emerge by
the superimposition of new constraints on the faster dynamics of any
focal level, in the case of heterarchies there is no definite hierarchy of
constraints superimposed and implicated in the constitution of the re-
spective (weak and partial) scale hierarchy. For instance, in the case of
language, phonological, semantic, and syntactical constraints are not
superimposed top-down; they are partially independent of each other.
In the case of an organism, molecular, genetic, developmental, epige-
netic, and other constraints seem to operate simultaneously and, in the
usual instances, are not superimposed. This implies that at each partic-
ular focal level several different constraints may apply — a set of “tan-
gled constraints” constitutive of the multidimensional character of

* Cairns-Smith (1986) speaks of such a “scaffolding” as “the invisible presence”
in evolution. Atkin (1974) uses the “backcloth” metaphor. In both instances
we recognize Elsasser’s “semidefinite constructs.”
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entities or phenomena at each focal level.®> What specifically defines
such “tangledness™ and to what effect we will see below.

One of the important results of the imposition of tangled constraints
is the further uniqueness, or relative autonomization of each level vis-
a-vis its contiguous levels. That is, the tangledness of constraints in-
creases the probability of the underdetermination of the higher levels
by the lower ones and, vice versa, the underdetermination of the lower
levels by the higher ones.® The first would be an argument against re-
ductionism and other similar forms of methodological individualism
(MI); the second is needed as a corrective against functionalism as well
as a point of demarcation of the heterarchical from the hierarchical
views. An understanding of Gédelization will bear this out from a still
different angle.

Thesis 5: historicity of levels

At any given level in the dynamic formation of hierarchies or heter-
archies, systems or structures come to be as results of irreversible pro-
cesses and, at least partially, historicity. By “historicity’” I mean the long
sequence of historical contingencies which, with a degree of bifurca-
tional indeterminacy, account for any given form as — at least partially
- a “frozen accident” (Prigogine and Stengers 1984; Salthe 1985). Given
that historicity is implicated at all levels, the particular modes of be-
havior of the structures or systems at any focal level are dynamically
defined at the point of intersection of initiating (generative), historical
(irreversible), and boundary (higher-order constraining) conditions.

Historicity is involved in all emergentist forms of level structure. In
fact, in a recent book British mathematician Roger Penrose (1989) has
argued that the ongoing reevaluation of physical theories — partially as
a result of the critical dialogue of relativity theory and quantum me-
chanics — will push the field toward a mathematics and a physics of
time-asymmetric processes, the discovery of the most fundamental form
of “time’s arrow.” If historicity seems to become the cornerstone of
these new mathematical and physical conceptions, how much more im-
portant should it be in the domains of biological and human sciences!
Heterarchical theory amplifies the general thesis on historicity by add-
ing the notions of unique tangledness (the multiple determinations of
the “concrete,” as Marx put it in the Grundrisse [1973]) and of the co-
evolution of tangled levels.

5 This adds multidimensionality at each focal level, something akin to S. Wright’s
multidimensional depiction of “survival value” or the current view of “niche”
as a hypervolume (Hutchinson 1978).

¢ Even though not as much as the functionalist theory of mind would have it;
the older view of Dennett 1978; Putnam 1975 a and b; cf. Margolis 1978.
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Thesis 6: asymmetry in interlevel influences

Hierarchy theory postulates the asymmetry of information exchanges
between any pair of contiguous levels. The etymology of the term hi-
erarchy — control from higher, sacred authorities — as well as the in-
tention of most proponents of hierarchy theory often bias the
meaning of the term in the direction of assigning more importance to
the higher-level constraints than to the lower-level processes. For ex-
ample, in a list that clearly reflects a distinct emphasis, Salthe (198S:
84) summarizes many conceptions as follows: “higher levels contex-
tualize, inform (Muir 1982), select from among possible behaviors,
dominate (Ashby 1956), coordinate (Weiss 1969), govern, regulate, or
control (Grene 1966, Piaget 1971, Wilden 1972, Alexander and Borgia
1978, Koestler 1978, Bunge 1979), guide, harness (Polanyi 1968), or-
ganize (Grene 1966), or anticipate (Burgess 1975) the results of focal-
level processes.” Hierarchy in this stronger sense (p-hierarchy, as we
called it in Chapter 3) is a relatively robust ‘‘control hierarchy.” (The
weaker version, s-hierarchy, may not subscribe to this thesis of
asymmetry.)

In contrast, we must explain a certain heterarchical ambivalence re-
garding symmetry. Indeed, in heterarchies, given the tangledness of
constraints and levels, there is no privileged way of knowing in principle
if informational exchanges between levels are symmetrical or asym-
metrical. There may be a prejudice toward symmetry as a composite,
unstable equilibrium of all transitive and intransitive constraints in-
volved. Asymmetry cannot be accepted in principle. On the contrary,
the assumption must be that a number of constraints of differential
significance may be operative in each particular case; so the final de-
termination must be made empirically in each case after detailed
analysis.

Thesis 7: transitivity and intransitivity across levels
Hierarchy theory postulates the intransitivity of information exchanges
between noncontiguous levels. This means that only the level above
and the level below, the proximate, contiguous levels, exert generative
or constraining influence on the focal level under analysis. Allen and
Starr, for example, posit this principle downward by arguing that the
whole cannot know the details inside the parts. Salthe, more committed
to the thesis of intransitivity, posits a “functional distance” between
systems ‘‘two-levels-away’’ and argues that any system two-levels-below
cannot be a “functional component” of any system at the focal level
(1985:120). Given the asymmetry thesis cited above, one may argue for
bottom-up intransitivity between levels but top-down transitivity. This
has not been clarified in the relevant literature, but accords well with
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the built-in biases of a strong hierarchical program. My own position is
closer to that of Lewontin (1981), who has accepted weak transitivities
in the gene-culture noncontiguous level connection opposing E. O. Wil-
son’s and others’ (Dawkins 1976, 1982; Wilson 1975; cf. Lumsden and
Wilson 1981) postulation of strong transitivities across such noncontig-
uous levels. The issue is very pertinent for sociology as I will argue later
on, for example, in the case of Harrison C. White’s analysis of firm
profit center relations, and in any other mediated local-global exchange
(White 1988; Eccles and White 1986, 1988).

While hierarchy theory posits the intransitivity of information ex-
changes across noncontiguous levels, heterarchy must posit weak tran-
sitivities given the notion of tangledness; the latter implicates an open
and multidimensional sort of hierarchy, as a structure composed of sev-
eral intersecting, possibly partial-level hierarchies. The postulate of
weak transitivities stands in opposition to both the hierarchy theory
postulate of intransitivity and that of strong transitivities proposed by
hard-line gene selectionists favoring strong determination across levels
(directly from “‘genes” to “‘culture’’). The heterarchical posit of multiple
and differential transitivities across levels introduces more dynamism
into the system under analysis, as many transitivities from near/stronger
or farther-lying/weaker levels, with different modes of constraining,
may affect the behavior of any system at that focal level. The pre-
sumption that contiguous levels have relatively more influence than lev-
els twice or more removed is, of course, held as indispensable.

Thesis 8: replicators and interactors
It may be the case that different and analytically separate hierarchies
of levels may exist that are equivalent level-to-level or cross-cut each
other at one or more levels. This thorny issue has emerged in reference
to biological hierarchies. Biologists speak of a genetic or genealogical
hierarchy, “replicators,” and of an economic or ecological hierarchy,
“interactors” (Eldredge 1985; Hull 1980; Salthe 1985; Vrba and Eld-
redge 1984). Though the ensuing classifications are highly contested,
replicators are taken to include the levels of the gene, of the integrated
genotype-phenotype, of the monophyletic lineage, of the deme, of spe-
cies, of historical biota, and of the total biosphere; while interactors are
taken to include the molecular, organismic, population, ecosystem,
biogeographical-regional, and global levels. These hierarchies are pre-
sumably mutually dependent although it is said that “patterns in the
genealogical hierarchy guide the processes characteristic of the ecolog-
ical hierarchy” (Salthe 1985:178; but see Vrba and Eldredge 1984).
Were we to generalize this thesis to the social level, we could talk of a
generative hierarchy of transducers and replicators, forming what we
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usually — and poorly — conceive of as the “deep structure” of phenom-
ena, and an ecological hierarchy of formed or structured interactors,
which are the “objects of selection” and constitute what we usually term
the “surface structure” of phenomena.

The distinction between replicators and interactors, which is so nicely
drawn in hierarchical views of biology, is not so clear in heterarchical
forms, presumably due to their complexity. On the other hand, heter-
archical theory, in contrast to hierarchy theory, stands closer to mo-
lecular biology: it wants to pursue the ‘structuration” and
“transactivation” of intralevel and interlevel connections, not the func-
tion of some homeostatic structure. Instead of generating entities, a
more static concept, heterarchy joins the new nonequilibrium thermo-
dynamic theories (NET) and their extensions in the biological and so-
cial domains in positing and analyzing specific nonlinear mechanisms
generating the structural entities at each level. We may speak, there-
fore, of

(A) the generative mechanisms of structure (logics and mechanisms
of structuration proper) and

(B) the phenomenology of structure (levels of organization of struc-
tured structuring structures),

with the special proviso that we construe those as complex intra- and

interlevel entanglements, not as isolated and linearized mechanisms giv-

ing rise to simple and well-delineated phenomenological structures.
As I detail in the later parts of this book, my goal is to:

(1) set the topology or metatheory of the logics or mechanisms of
structuration;

(2) make an inventory and suggest points of application of such
logics or mechanisms;

(3) describe and explain the complex entanglement of such logics
or mechanisms and their complex operation in the social field;
and

(4) specify as well as possible the “fuzzy” phenomenological forms
that appear as so many semidefinite instances of social
structure.

One should keep in mind that although the distinction between “‘gen-
erative logics or mechanisms” and ‘“‘phenomenology” better reflects the
hierarchical position, the transition from the generative to the phenom-
enological level in the heterarchical mode involves (a) nonsmooth
(abrupt, nonlinear) transitions and (b) equipotential transition
branches. This matter is discussed below. (See also the ‘“‘chaotic model
of group formation” described in Chapter 11.)
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Thesis 9: the dynamics of partial ordering

Theses 9-12 are specifically heterarchical theses, explaining the idiosyn-
crasies of heterarchies. Thesis 9 begins with the seminal axiom that the
ordering of levels takes the mathematical form of “partial ordering.”
This means that, though a minimally scale-hierarchical level theory may
be assumed, virtual levels in a heterarchy and, most importantly, phe-
nomena associated with these levels form only a partially ordered hi-
erarchy. To understand partial ordering one needs to first understand
the notion of decomposition. Fully or nearly fully decomposable sys-
tems are those perfectly analyzed into constituent subsystems, with
nothing or little left outside these subsystems, which in turn are also
perfectly analyzed into their constituent sub-subsystems, and so on. Ob-
viously, near-decomposability is more realistic to accept, and it simply
defines the fact that within-subsystem interactions are quantitatively
more, stronger and more pertinent, than interactions between subsys-
tems. Now, heterarchical theory cannot accept full or near decompos-
ability. It posits partial decomposability on the grounds that the
historical dynamics of the focal level, the tangledness of constraints and
weak transitivities, the ambivalence of symmetry, and the possible non-
linear dynamics involved in intra- as well as interlevel interactions sim-
ply prohibit full or nearly full decomposition. This means that: (a) all
systems and subsystems are fuzzy; differential in scale, function, and
causal powers; dissipative and concrete; or open to multiple tangled
determinations; and, moreover, that (b) many “leftover” partial sub-
systems and sub-subsystems exist outside the main systems, as if they
were externalities at every focal level.

This is, evidently, a more complicated picture of a level structure
than the clear, unproblematic picture one gets from a theory of hier-
archy. Yet, when the “new genetics” incorporates the work of molec-
ular biologists and abandons altogether the relatively simple picture of
singular genes lined up within the chromosome and accepts the more
complex reality of genes splitting into pieces, jumping between chro-
mosomes, slipping out of the genetic pool, “talking” to other gene
families, and so on (see, e.g., Brandon and Burian 1984; Dillon 1981;
Hull 1980; Lewontin 1970; Sober and Lewontin 1982; Wills 1989), does
it not, in fact, move away from the hierarchical picture and toward the
more dynamic heterarchical one? I would certainly argue so. The same
can be said of the semantic partial composition or decomposition of
language and the group and organizational partial composition or de-
composition in the social domain. This new view of partial decompos-
ability implies that relatively effective decomposition brings about a
variety of differential and nonequivalent, partially entangled sub-
systems or substructures, still leaving over some impurities or ex-
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ternalities. The “nonequivalence” and “relative entanglement” of such
substructures (usually dismissed by linear approximation) are irreme-
diable; moreover, the component of impurities such as impaired flow
or congestion within levels should not be underestimated.

Thesis 10: on the nonlinearity of focal dynamics

We would expect to find more complex forms of heterarchy in the event
that the partial ordering between levels is a nonlinear ordering; in such
a situation the overall tangled composite structure will involve nearly
unsolvable, nonequilibrium dynamics. Put in more practical terms, an
analyst will not be able to reach complete understanding of structures,
due to a large extent to the unstable nature of most of their realizable
states. Structures, then, will appear as relatively unstable, dissipative, or
fuzzy, due to the gap between their model-like or algorithmic form and
the various patterns of the form’s realization. It is not possible in the
present context to fully develop the forms and mechanisms that this
nonlinear dynamics can take; this must be left for later elaborations
(but see my relevant efforts in the Appendix). We may say that this
discrepancy between model-structures and realized—structural forms
may, but need not necessarily, involve an explanation of heterarchy in
terms of a theory of “neuronal networks” as discussed below.

Thesis 11: heterarchy theory posits several-to-several
mappings among levels

The strongest corroboration of heterarchical positions has come from
the growing research program on neural networks (the basic tenets and
applications of which are provided in Chapter 11). Considerations of
neural networks in computer-electronic circuits, mathematical-
computational random structure theory, and brain research have
brought to our attention the notions of “parallel processing™ and the
complex forms of parallel process entanglement. The practical aspect
of this work for our project regarding social structure is the demon-
stration that there exist numerous forms of several-to-several, many-to-
many, several-to-many, and many-to-several connections or mappings
within and across levels of phenomena. We can derive from that the
postulate that across levels there exist multiaccess, multilinkages, mul-
tiple determinations and differential stabilities. What this means spe-
cifically for the theory of social structure will be explored in Chapter
11. For the time being, it suffices to point out that the notion of several-
to-several mappings damages considerably the simpler picture of hier-
archy as complete linear ordering involving one-to-one or many-to-one
connections, that are the results of full or nearly full decomposition of
relevant systems.
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Thesis 12: higher heterarchical levels as partly hardware,
partly software realizations

If the view derived from the studies of neural networks is indeed ge-
neralizable to the social domain as it is to the domains of brain/mind
and of computing machines, then a paradoxical result must be thought
of as quite probable: the fact that higher levels of organization, being
informationally richer, may be partly hardware, partly software realiz-
able. This is an extremely thorny issue, to be sure. In the social sciences
we still behave as if the social and the cultural spheres of human life
were distinct, though no satisfactory theory of their demarcation has
been proposed. We pretend, however, to know what the “‘social” and
the “cultural” really are; and, for what it is worth, we even bring in the
“mental” to round things off. Conceptual work in this fundamental area
is mostly left to cognitive scientists, philosophers of mind, and neural
researchers. In Chapter 11 I argue that the relationship between the
social and the cultural — and, more important for our present goal,
between social and cultural structure, or sociomaterial aspects and
cultural-mental aspects of social structure — can be explained only on
the basis of a complex and nonlinear connectionist theory of neural
networks as applied to the brain/mind problem.

We now have a working understanding of the competing epistemic
strategies, especially the progressive strategies or logics of construction-
ism, hierarchy, and heterarchy. In subsequent parts we will use this
knowledge to describe the specific efforts of social theorists who ex-
emplify one or another of these strategies, to develop research pro-
grams concerned with the formation and modes of operation of social
structure.



Part 11
Compositionist logics

Starting with this part we turn our attention to the issue of social struc-
ture, and spell out the constructionist/compositionist logies operative in
the emergence of an ascending order of social structures out of individ-
ual actions and ensuing systems of interaction. Given the discontinuities
involved and the emergent paradoxical effects, structural phenomena
appear beyond the initial realm of actions, interactions, and direct in-
terdependencies.

In Chapter 5 I present the case of methodological individualism, the
archetypal version of reductionism in the social sciences and point out
its shortcomings. Chapter 6 introduces the constructionist views regard-
ing the emergence of social structures, exemplified in exchange and
network models and the more ambitious game-theoretical logic. Part II
concludes with Chapter 7’s investigation of complex systems of inter-
action, especially looking at further extensions and elaborations of
game-theoretical and other models to higher levels of structures, that
is, to complex, entangled systems. Overall, these three chapters present
the measure of the possibilities as well as the limits of the construc-
tionist strategy when complexity increases.
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S  Methodological individualism

Upon entering the domain of social sciences one is confronted with the
perennial issue of the antagonism between the individualist and collec-
tivist forms of explanation of human social phenomena. We have al-
ready encountered this dilemma in our earlier discussion of the
epistemic strategies pursued at large in contemporary science; in this
chapter we focus on the more specific formulations of the debate in
social theory, between methodological individualists and the so-called
“methodological collectivists” or “helists.””! It will clarify matters if we
first elucidate the salient features of the two camps. Imagine, first, a
political situation in which radical minorities of the Left and the Right
frame the political discourse in preferred radical binary terminology,
labeling their opponents as ‘“‘communists” or *“‘fascists.” In such an en-
vironment the semantic cut of the population into two antagonistic
camps is, of course, arbitrary and it is directed toward the absorption
of the middle ground, based on the old strategic principle that those
who are not friends of our enemies surely belong to our camp. “Anti-
communist” or “anti-fascist” crusades would emerge putting pressure
and, possibly, silencing the many other moderate voices. Apparently,
something of that sort has happened in the debate between radical in-
dividualists and radical collectivists, an agon fueled by the foundationist,
absolutist assumptions of the received positivist philosophy of science.
The debate was framed primarily by the advancing armies of logical
empiricists and other affine analytical philosophers (see Dray 1968;
O’Neill 1973; Popper 1966; Suppe 1977, Watkins 1957; cf. Margolis
1977) who successfully labeled all those opposing epistemic individu-
alism as “collectivists.” Given the moral and political connotations of
the labels and the commonsensical understanding and favoring of in-
dividualism in modern capitalist societies, the dice was loaded against
all anti- ““methodological individualist” epistemic arguments. As a re-
sult, a variety of possible positions between the radical individualist and
collectivist programs did not develop in the earlier phases of the dis-
course and began to be articulated starting only in the 1970s.

Another qualification is also in order. Though the rhetoric of the
combatants’ makes use of the modest-sounding adjective ‘“methodolog-

! For a discussion of various forms of holism in the general context of human
studies see Margolis 1986. I describe the sociologically pertinent forms in Chap-
ter 8.

2 For the elements of the rhetoric of theory consult Lakatos 1978; for another
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ical” (methodological individualism, methodological collectivism), as if
to indicate that the choice is one of practical expediency and preference,
there is an implicit agenda — stronger claims of ontological and episte-
mological significance are inscribed in the assertions made. Accordingly,
we should view methodological individualism, not as a simple meth-
odological view, but as a global — at once ontological, epistemological
and methodological — strategy, and attempt to disaggregate the partic-
ular claims it makes. I have used the concept epistemic strategies (in
the broad sense of the term “‘episteme”) to indicate this complex of
orientations postulated and followed by philosophico-scientific method-
ical movements. Sadly, although it is true that in the late 1950s, after
the first rounds of the debate had somewhat settled, both sides began
to realize that in the earlier conceptualizations many analytical mean-
ings of individualism or collectivism had been conflated, this did not
substantially alter the rhetoric of the discourse.® In view of this situa-
tion, some important distinctions are necessary to enable us to go be-
yond the previous impasses.

We may speak of “‘ontological individualism” in a strong or a weak
sense. The strong sense is exemplified in the claim that only individuals
(bodies, organisms and their assorted cognitive and behavioral capaci-
ties) are real, while society, structures, and collectivities are not real at
all. It follows, therefore, that any reference to the latter is totally mis-
placed and the relevant terms should be eliminated from the explana-
tory vocabulary of the social sciences. The weak sense of ontological
individualism rests on a defensive argument, that individuals are inelim-
inable from the human social ontology; to put it simply, “‘there is no
society without people.” This, however, appears to many as both unfair
and unsuccessful; this particular issue has not been contested by many
holists. People, one may concede, are necessary in any human ontology,
but are they sufficient, if viewed as individuals, for the closure of that
ontology? Most antimethodological individualists — who would not con-
sider themselves as holists anyway — do not go as far as denying onto-
logical status to individuals; it suffices for them that an extended
ontology gives an equivalent, not even necessarily primary, status to
other supraindividual entities or forms as well. Quite often, too, many
theorists are prepared to accept the premises of ontological individu-
alisin though they would argue that this does not make them individ-

approach to the rhetoric of inquiry see Simons 1990. I have work in preparation
that addresses the issue of rhetoric in sociological research programs.

3 For a recent example see the debates between Jon Elster and G. A. Cohen on
the proper, either rational choice/methodological individualist or functionalist,
interpretation of Marxism (in Roemer 1986). Elster’s work is replete with rhe-
torical claims, intonations, and devices.
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valists in other respects. Among the antimethodological individualists
however, there is a minority of radical holists who deny ontological
status to individuals and ascribe such ontological status only to suprain-
dividual entities or forms, collectivities or structures (Althusser 1970;
Althusser and Balibar 1970; Mayhew 1980, 1981, 1982).

“Epistemological individualism” attempts to avoid some of the prob-
lems posed by the ontological debate and advances several arguments
for the superiority of individualism as an epistemological strategy of
analysis.* Here, the claim is grounded on the commonsensically direct
accessibility of individuals and their properties and the intelligibility of
explanations involving individual human dispositions. The logico-
linguistic pursuit of these claims has been articulated in terms of the
normative canon of the old analytical school of philosophy, which de-
manded that all of the concepts used in social science be exhaustively
scrutinized, reduced to, or at least translated into individualistic con-
cepts, in terms referring to individuals and their properties — interests,
activities, intentions and so on. Offending social scientific explanations
would be considered imperfect, a sort of ‘“‘half-way explanation” (Elster
1985; Homans 1967; Hummell and Opp 1968; Watkins 1976; Watkins
in O’Neill 1973), on the way to true “bottom-line” explanations. As
Elster readily concedes, “methodological individualism thus conceived
is a form of reductionism” (1985:5).

Codifying the earlier ideas of Popper, Hayek and several antecedent
thinkers — Menger, Schumpeter, von Mises, Watkins (1957, 1976; in
O’Neill 1973) has given us the following formalization of methodolog-
ical individualism based on the distinction between several kinds of
predicates:

(1) An adequate description of S (Society) will essentially involve predicates
— say, S-predicates - that are neither I- (i.e., Individual) nor R- (i.e., Relational)
predicates.

(2) However, the explanans of an adequate explanation of the formation of
S, or of the subsequent functioning of S or of changes in S, will essentially
involve only I- or R-predicates. If S-predicates still figure in our explanans we
have an ‘“unfinished” or “half-way”” explanation; we could proceed to a deeper
explanans containing no S-predicates.

(3) Moreover, explanations of the formation of properties designated by the
I-predicates in our explanans for S will in turn involve I-predicates but not S-
predicates. (Watkins 1976:710)

It is obvious from the above that a reductive strategy is pursued here
involving the liquidation of S-predicates into R- and I-predicates and,
in turn, the liquidation of R-predicates into purely I-predicates. Homans

4 Watkins 1976 presents and discusses the exact version of the “received view.”
For the abandonment of this view by Popperians see Wisdom 1987.
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(1967, 1975) argued that any relatively enduring structure was indeed
“created and maintained by the actions of individuals, actions of course
taken under the influence and constraint of the actions of other indi-
viduals™ (1975:64) and insisted that neither totalities nor collectives ex-
isted; only nominal “collections” of real individuals (1975:56). At the
same time, by insisting that the propositions of behavioral psychology
were the only general explanatory propositions needed in social science,
Homans appeared to opt for the further reduction of R-predicates to
I-predicates, that is, to fixed dispositions of a universal human nature
conceived along Lockean-Smithian-Darwinian lines. The same refer-
ence to the dispositions of ‘“‘anonymous individuals” was also made by
Watkins (1976).

But the codified “received view” did not remain unchallenged or
unmodified for long. Watkins himself realized that some important re-
visions were in order. In later work he suggested the following two
changes:

(A) To (2) above: “if the conclusion of an individualistic explanation
contains S-predicates while the premises do not, the deduction will not
go through” (1976:711) unless some kind of bridging or coordinating
assumptions are added. Such bridging assumptions would have, no
doubt, to make concessions to situational factors and institutional con-
texts (cf. J.O. Wilson 1987, the other Popperian, for a similar change
of view).

(B) To (3) above (a more fundamental revision): ascription of ulti-
mate properties to individuals for the explanation of S cannot be made,
because such individuals when placed in certain relations will engender
something social as an unintended result of their actions and interac-
tions. Only by a happy coincidence could the social consequence be
said to correspond to the ascribed basic dispositions, because “there is
no pre-attunement of the basic dispositions of individuals to collective
needs” (1976:712). Watkins here recognized that group-selection has
largely modified the fixed individualist dispositions of humans. Talk of
“bridging” and ‘“‘coordinating” assumptions has been also used by Lin-
denberg and Wippler (in Alexander et al. 1987) and other explorers of
the so-called ‘“‘micro-macro link.”

Instead of introducing bridging assumptions into the methodological
individualist terrain, Elster is willing to concede another issue to the
opponents: ‘“‘because and to the extent that people as a matter of fact
have and act upon beliefs and desires which include references to social
aggregates, the latter must be part of the explanation of their behavior”
(1989:194). This is especially the case if, as Mandelbaum (1959) argued,
beliefs with societal referents are ineliminable from social life; that is,
supraindividual entities do occur irreducibly within intensional contexts,
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for example in language. In view of the fact that reduction of inten-
sional contexts to an observational, extensional language is impossible,’
one fails to see why Elster (1985, even 1987; but no longer in 1989)
harbors the hardline belief that most social phenomena sooner or later
will fall within the grasp of individualistic explanation. The recognition
that a methodological individualist strategy necessarily incorporates ref-
erences to social relations, situations, unintended consequences, and
even beliefs in social aggregates makes one wonder about the robust-
ness and prospects of this program.

The analytics of methodological individualism

An analytical but systematic presentation of the problems that face ep-
istemic individualism is required. We must further modify Watkins’s
formalization, and develop a fine-grained model able to distinguish
among the varieties and subvarieties of predicates characterizing human
discursive practices. Indeed, any discourse on public human phenomena
implicates at all times at least four distinct kinds of predicates:

Individual predicates. I-predicates refer to purely individual
characteristics; that is, physical, psychophysical and, arguably,
psychological (nonsocial) properties of individuals.

Relational predicates. R-predicates refer to essential features of
interactional relations among individuals, to which we will
return shortly.

Conventional/institutional predicates. Cl-predicates refer to in-
stitutional or organizational entities, conventional instru-
ments, algorithmic rules or practices emerging out of or in
reaction to relational interactions and regulating those
interactions.

Social-structural predicates. S-predicates refer to broader social
properties, especially macrostructural properties, that on the
argument of methodological individualists must be reduced
or translated into an individualistic language of explanation
that includes only primarily I-predicates.

The model then, looks like this:
Predicates involved in any social discourse:
(4) S-predicates
(3) Cl-predicates

5 For the impossibility of the reduction of the intensional contexts into exten-
sional language see Dennett 1987; Goodman 1978; Margolis 1977, 1986; Putnam
1987, 1988; cf. Quine 1969; Dummett 1973 on the Fregean view.
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(2) R-predicates
(1) I-predicates

A strong program of methodological individualism must claim in
principle that not only S-predicates, but CI- and R-predicates are re-
ducible, and must be so reduced to the bottom I-predicates. What sort
of epistemic program would we have if it conceded not only that certain
pertinent relational predicates are ineliminable, but that conventional/
institutional predicates are necessary as well? Or, if it further conceded
that, in accord with the Elster-Mandelbaum argument cited above, the
social stance (given ineliminative intensional contexts) is, to a large ex-
tent, unavoidable as well? Confusing as it may sound, there are meth-
odological individualists who accept only I-predicates for social
scientific explanations; others who accept, perhaps reluctantly, I- and
R-predicates but, by defining R-predicates in special ways, try to play
down their importance. Others, James Coleman or Raymond Boudon
for example, have come to recognize the emergence of Cl-predicates,
of “bridging institutions” regulating interactions and managing the ag-
gregation or composition problems of social actions leading to collective
effects. So there is, indeed, a confusion of who — and what - on final
count is a true methodological individualist (Elster [1989] now believes
that social norms cannot be shown to derive from rational choice prin-
ciples). The label is too broad and too ideological if it is meant to apply
to anyone who is against any aspect whatsoever of radical ontological
and/or epistemic holism.

The real defining point must be somewhere in the notion of relational
predicates. It seems to me that there exist several distinct meanings
associated with the term “‘relational predicates” as it is used by different
theorists:

(A) The nominalist conception of relational predicates considers
those predicates as mere epiphenomena of individual predicates. A
strict nominalist view is radical in the sense that it claims the complete
reducibility of all R-, CI-, and S-predicates into I-predicates, and con-
siders that proper for establishing social scientific explanations. Ho-
mans, for example, can be said to hold a nominalist view of
R-predicates. Like “collective effects,” relational predicates are truly
byproducts of individuals and their actions; they are atomic predicates,
the property of individuals, and explainable by the propositions of be-
havioral psychology. So, for instance, the effect of the “other” on “ego”
is nothing but an operant stimulus, no different from other stimuli.

As we survey the repertory of the various forms of the relational ®
we see that the nominalist view is based on an extensional conception

¢ On this I have benefited from Elster 1985.
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of R-predicates: external and extensional relations. What appears as a
relation between individuals may be in fact the result of reference to
some external, usually quantitative, criterion. Relations of that sort, in-
volving the more. .. than, better . .. than, or similar comparison terms
are reducible to the individuals if and only if they are based on criteria
that are truly “extensional,” not merely “external,” to the relation; that
is, if they are based on criteria of a physical and biological nature devoid
of, or prior to the attachment of any, special sociocultural meaning.
Thus, the relational statements “A runs faster than B,” “C is taller than
D,” “E is physically stronger than F,” exemplify truly extensional R-
predicates by referring only to physical matters of fact without any im-
portant social relational quality.

(B) There are cases, too, which involve reference to external criteria
that are not truly extensional: external but intensional relations. A
statement such as “A is wealthier than B,” although it refers to an
external, quantitative measure like money, is not truly extensional, be-
cause it is implicitly connected to an intensional context-sociohistorical
valuation, such as money as an institution, notions of private property,
a special mode of production and distribution, a structure of inequality,
differential marginal utilities, and so on — a context that is profoundly
social. The criterion itself, money, may be both extensional and inten-
sional — extensional on the surface but intensional in its conventional/
institutional deeper role.” In other instances the criteria, though exter-
nal, are not extensional at all. Take the statements “A is prettier than
B,” “C is a nicer person than D,” or “E is a better actor than F.” In
all these instances the criteria for relation/comparison may be external
to the relation (aesthetic or moral standards) but certainly not exten-
sional. They implicate sociohistorically specific judgments of taste and
culture which, though they may have become objectively codified, are
nonetheless linked to irreducible intensional contexts — institutions, ob-
jectified cultural systems of valuation, underlying social structures.

(C) The final conception of R-predicates points to the existence of
relational structures with explicitly intensional forms and contexts of
reference: internal and intensional relations. Examples invoking the
concept of power are classic. Certainly, one speaks of power not as (1)
a property of individuals as individuals; but as something they have (2)
relative to others and, more importantly, (3) over others; and, indeed,

7 Marx writes in the Economic and Philosophical Manuscripts: “The antithesis
between lack of property and property, so long as it is not comprehended as
the antithesis of labour and capital, still remains an indifferent antithesis, not
grasped in its active connection, in its internal relation, not yet grasped as a
contradiction . . . It does not appear as having been established by private prop-
erty itself” (CW 3:293-4).
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as something that (4) involves considerable symbolic (i.e., intentional/
intensional) components. Efforts by Homans to circumvent the third
and fourth points went nowhere; on the contrary, the Emersonian ver-
sion of power-dependence in exchange networks has recognized explic-
itly the irreducible relational components involved. Power relations and
other more complex relations involving the concatenation of pow-
er with other CI- and S-predicates exhibit a strong relational predica-
tion that cannot be reduced in principle or in practice to individual
characteristics.

Sometimes I have the sense that the real problem is a Quinean one
of proper semantic analysis. The methodological individualist insinuates
that all his opponents fall prey to totalitarian thinking and to the an-
tiliberal denigration, nay abolition, of the human subject (in accord with
Popper’s early critique [in his 1966]). The truth, however, is that nobody
seems willing to argue that the individual, or a population of individ-
uals, is not involved in both social action and social phenomena (the
ontological issue) and most thinkers — with the exception of a small
number of radical collectivists, ‘‘sociologistic reductionists” such as
Mayhew or Althusser — will also readily accept that individuals, how-
ever socialized, are ineliminably implicated as ‘“agents” in any explan-
atory sequence of social phenomena (the epistemic issue). But, there is
an important difference in treating individuals as necessary, yet not
sufficient, components in a social explanation (i.., conceiving social
processes as related to and expressed through apparent individual ac-
tions) and treating them as exclusively sufficient for such an explanation
(i.e., conceiving social processes as exclusive functions of the actions of
transcendental individuals). In general, it seems to me that the second
and, especially, the third meaning of “relational” defeat the prospects
of a rigorous methodological individualism and constrain its proponents
to plead at best for a weaker, pragmatic notion of social science that
will concede an ad hoc preference to the individualist program; for the
strong lines of methodological individualism do not persuade many. I
find this epistemic strategy exceedingly self-inflated in importance, try-
ing as it does to hold onto a Manichaean view of the world populated
by radical methodological individualists or methodological collectivists.
As I argued in Chapter 1, current epistemic strategies offer a number
of other, more moderate and promising alternatives; methodological
individualism need not be treated as the last line of defense against the
radical version of the holist program. We will return to this in subse-
quent chapters.

In descriptions and explanations of social phenomena and in individ-
ual social action one finds a large number of conventional/institutional
or Cl-predicates. The Wittgensteinian example of “signing a check” is
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quite instructive. The explanation of a social action (not of a simple,
observable behavior in the behaviorist—physicalist sense) implicates the
prior existence of one or more institutions, such as banking, checking,
credit, and a multitude of conventions — tacit agreements, rules and
procedures, social arrangements, legal practices, and so forth — that are
the institutional, organizational, practical antecedents and frameworks
of the social actions and interactions involved. The institutions are at
once enabling, constraining, and availing to the individuals. They enable
them to function properly in the parameterized, ongoing, construction
of reality; constrain them in the range and results of their actions; and
avail them of — within the above constraints but beyond the known
entitlements — opportunities for improvisation and innovative or trans-
formative action. In some other instances the institutions appear more
like fine-tuned or simplified ways of solving matching or composition
problems that a simple aggregation process such as an ““invisible hand”
cannot resolve, or can resolve only in an imperfect and cumbersome
way. Such is, for example, the case of the market-supplanting institu-
tional procedure in which graduates of medical schools are matched
with hospitals for their residency training.®? The matching algorithm and
the organization supporting and serving it introduce an institution that
imposes a particular structure on the broad and vaguely bounded in-
teraction system; in the language we have used in the previous chapters,
this amounts to the imposition of a new “boundary condition” bringing
about an emergent level of phenomena. Henceforth, the atomistic
(free? market) game - its rules, strategies, and all — has ceased and a
new institutional (organized? constrained? market) game has taken its
place.

When speaking of Cl-predicates I am referring to a broad range of
institutions: (a) particular typified forms of so-called functional systems
of interaction (per Boudon 1981a and b), such as families, markets,
churches, schools; (b) all sorts of special-interest, mostly formal, organ-
izations; (¢) conventional institutional instruments (paper money, credit
cards, checks, tax shelters, financial instruments such as CDs, com-
modities or stock market indexes, futures or options, ARMs, etc.);
(d) matching, sorting, or other algorithms applied socially or in-

& Hospitals submit rank-ordered lists of their choices for their residency positions
and, at the same time applicants submit their preferences of hospitals, also in
a rank-ordered fashion. Then, a computer algorithm matches hospitals and ap-
plicants, in a way presumably optimizing the result. The initial work on this
algorithm was done by Roth (1984). Coleman (1986) talks of a model of the
institution contained therein, though he is aware of the issues of power involved
in this matching. In any case, this and other more complex forms of “matching”
are beyond the purview of methodological individualism (see, e.g., Mortensen
1988 and, especially, Sedgewick 1983; see also the Appendix, no. 13).
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scribed in social processes; (e) social norms of all sorts; and (f) insti-
tutionalized or even semiinstitutionalized practices (manifested in
carnivals, matrimonial exchanges, religious holidays, convict codes, and
so on). In all such instances, one must properly speak of ‘bridging
institutions” (Coleman 1987) or “covering institutions” (Margolis 1978)
and consider these as emergent, discontinuous, independent and novel
— in brief, as irreducible social forms.

No doubt, the emergence of institutions must be seen as a diachronic
emergence out of either (a) population/species interactions along the
lines of a neo-Darwinian or post-Darwinian group-selectionist theory
(see Chapters 8 and 11) or (b) out of smaller interaction systems com-
posed of, at least, minimally cognizing individuals. Indeed, the most
likely case would involve the interaction of both of these processes. It
does not make any difference to argue that enterprising individuals may
be the creators of the institution; that someone had the idea of creating
an institutional form, instrument, or algorithm. For it is not a question
of origins. In all instances R-predicates are involved, which makes for
complex and discontinuous results given the ‘‘unintended conse-
quences” inscribed therein (as Watkins realized). The issue of the di-
achronic origins of the institution has no bearing on the matter of the
synchronic structural import of already emergent institutions, given the
discontinuities and the historicity associated with the concept of emer-
gence. Seen diachronically the origins of institutions may be microex-
plainable in principle, though not so in practice. Seen synchronically
this emergence is more or less irreducible: irrevocably so in the case of
long-term institutions, which may have been produced by evolutionary
or long-historical mechanisms; quite irreducible in the case of most
sociohistorical institutions produced by the interplay of objective forces
and large-scale collective actions; and, arguably, irreducible even when
one comes to the sorts of explicit, synchronous institutions where no
definite historical reentry has taken place as yet. One way or another,
once in place, emerging institutions and related conventions signifi-
cantly limit the prospects of microexplanation.

It is not necessary at this time to argue the further issue of the irre-
ducibility of larger social structural forms and processes if the above
were granted. Once Cl-predicates have been accepted as ineliminable,
the long-term and larger-scale institutions composing a society and their
collective byproducts — its S-predicates — need only be conceived as
conjunctures and developments of such lower-level institutions. In that
sense, certainly, S-predicates are even more likely to be irreducible than
Cl-predicates or R-predicates. Having said that, I must add in all fair-
ness that there is no reason to reject outright a strictly methodological
individualist program, though one must reject its hegemonic epistemic
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claims. One could accept the premises of a weaker and modified meth-
odological individualism favoring the investigation (to the extent pos-
sible) of social phenomena from the end-point of individuals, and
proposing simplifying models for the understanding of such phenomena
in terms of the ascribed perceptions and actions of the separate or col-
lective individuals involved. A partial explanation of this type, modestly
conceived and carried out without imperialist epistemic designs, cannot
fail to provide important insights and a more robust explanation of
social phenomena proper.

In general, epistemological and rhetorical claims of methodological
individualism vary, from strongest to weakest, in roughly the following
manner:

(A) The strongest bid, made by radical proponents, privileges exclu-
sively individual actions and phenomenal — thus, reducible - interac-
tions as the only requirements for scientific social explanations.

(B) Alternatively, a rather strong claim is made, if not for the exclu-
siveness, then at least for the ontological primacy of the individual in
any social process and, thus, the epistemic primacy of methodological
individualism as an explanatory model as well.

(C) Next comes the weaker claim that the import of individuals in
social processes is a sine qua non, so that no explanation can be ac-
ceptable unless it incorporates and considerably valorizes such import.
This view may prioritize methodological individualist explanations on
pragmatic grounds, but cannot claim, let alone guarantee, their su-
periority.

(D) Finally, the weakest claim of all (which, once made, indubitably
prohibits one from being a genuine methodological individualist and,
in fact, as I will argue later, makes one, at least, a constructionist):
Although most of the important social phenomena, in principle, cannot
be synchronically reduced to or translated into microconstituent ele-
ments and, arguably, cannot, even in practice, be reduced to or trans-
lated into such microconstituent elements, no social phenomenon can
exist without reference and relation to separate or collective individuals.
This view has come to consider nearly all social phenomena above the
level of social action and interpersonal interaction (even including a
large range of phenomena associated with “interaction systems”), be-
yond the individual — beyond the individual’s psychological make-up,
motivations, subjective rationality, and so on — and thus as not ame-
nable to strict methodological individualist analysis A or B.°

° I would imagine that Coleman, Boudon, and a host of micro-macro link ex-
plorers hold this view, in principle. See Alexander et al. 1987; Boudon 1981a;
Hechter 1983b.
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Important programs of methodological individualism

Presently, quite a few theoretical research programs qualify as instan-
tiations of methodological individualism. I would like to briefly present
six that are important in their own right as well as prominent in the
social sciences. The first three represent the rationalist-instrumentalist
cluster of MI programs (various versions of utilitarianism), while the
other three represent the subjectivist-interpretative cluster. They are:

(1) the behaviorist program for sociology elaborated in the work
of George Homans and, more recently, Karl-Dieter Opp;

(2) the rational choice theory of neo-classical economics, presented
initially in the works of Menger, Schumpeter, von Mises,
Hayek, and others associated with the Austrian school;

(3) the contemporary version of institutional economic theory, es-
pecially as developed in the works of Oliver Williamson;

(4) the eclectic microtheory of Randall Collins, known as the the-
ory of “interaction ritual chains”;

(5) all subjectivist-interpretive verstehende sociologies, including
the European (Dilthey, Weber, and other) versions of analysis
of social action as well as the symbolic interactionist program
as formulated by Blumer; and

(6) the social phenomenological or ethnomethodological theories,
to the extent that particular strands of them (such as the off-
shoots of Garfinkel’s program) have achieved a new synthesis
distinct from the previous set of theories.

All of these approaches to the study of social phenomena look to the
individual (conceived either psychologically or in terms of a philosoph-
ical anthropology) and to the interactions of individuals to provide all
the ingredients for the complete explanation of the processes of the
social world. They therefore represent exemplary versions of the pre-
viously described ‘‘stronger” interpretations of methodological in-
dividualism.

Behaviorism
Behaviorism is a reductionist theory in two different senses. It involves
a reductionism of mental properties (ontologically) and predicates
(epistemologically) to physical properties and predicates, along the lines
of a self-consistent empiricism or logical empiricism.’* It also involves
a second reduction of the social properties and predicates to psycho-

19 On “physicalism™ as the exemplar of extensionalism and its last defense by
Feigl in 1968, see Margolis 1977; Suppe 1977.
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logical properties and predicates. As Homans puts it, “all sociological
propositions are reducible to psychological propositions” of the behav-
iorist variety."’ A similar hard-line point of view has been advanced by
Hummel and Opp (1968). Homans takes pains to explain his position.
The object of study, the explanandum, is “social phenomena of simple
or more complex form,” phenomena toward which he seems to be, at
times, ontologically ambivalent.’> Most often, however, he has opted
for more radical, nominalist positions. He writes, for example (1964a;
cf. 1964b, 1971b), that ‘““the institutions, organizations, and societies that
sociologists study can always be analyzed, without residue, into the be-
havior of individual men. They must therefore be explained by prop-
ositions about the behavior of individual men” (1964a:231). Here the
reductionist claim is both ontological and epistemological. Similarly, in
Social Behavior (1974) Homans states that “we shall use propositions
that hold good of the nonsocial behavior of single individuals to explain
the social behavior of several individuals in contact with one another”
(1974:12) - a proposal as strictly reductionistic of the social, at least
epistemically, as one can get.

Occasionally, Homans seems to qualify the overall impression of
what he is saying. For example, in several instances, he speaks of emer-
gence as the appearance of social behavior, which goes beyond anything
observed in the behavior of isolated individuals; but he is quick to insist
that “nothing emerges that cannot be explained by propositions about
the individuals as individuals, together with the given condition that
they happen to be interacting. The characteristics of social groups and
societies are the resultants, no doubt the complicated resultants but still
the resultants, of the interaction between individuals over time — and
they are no more than that” (1974:12). This is a very clear Democritean
reductionist strategy, similar to that of Klee, as we saw in Chapter 2.
Elementary social behavior and large-scale social institutions are gov-
erned, according to Homans, by identical fundamental social processes

' Homans writes: ‘““The general propositions we shall use in explanation are psy-
chological in two senses: they refer to the actions of individuals and they have
for the most part been formulated and tested by persons who have called them-
selves psychologists. . . . We shall use propositions that hold good of the non-
social behavior of single individuals to explain the social behavior of several
individuals in contact with one another” (1974:12).

12 Homans is ambivalent on whether or not he is an ontological reductionist,
although he is quite clear about being an epistemological reductionist. He
writes: “I, for one, am not going to back into the position of denying the reality
of social institutions. . . . The question is not whether the individual is the ulti-
mate reality or whether social behavior involves something more than the be-
havior of individuals. The question is, always, how social phenomena are to be
explained” (1967: 61-2). In spite of this, I still do not share Turner’s (1986b)
spirited defense of Homans on epistemic as well as substantive grounds.
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of behavior, although “in the institutions of society at large, the way
the fundamental processes are combined are more complex” (1974:
358). The process of development from a society as a small group to a
society as a complex organization is described in the last chapter of
Social Behavior. “Emergence,” “historicity,” and ‘“‘complexity” are rec-
ognized, but he reports his central explanation: despite many instances
of imperfect knowledge about the matter, all such developments are
explainable by the principles of behavioral psychology. The notions of
emergence, historicity, or structure are not really given an autonomous
or semiautonomous status — they are treated more or less as epiphe-
nomena of individual behavior or as “noise” in the explanatory effort
(paradoxically, much like Lévi-Strauss’s conceptualization of history as
residual contingency). Homans argues that the behavioral propositions
at the top of the deductive system of a proper explanation are trans-
historical; that is, they refer to human nature, “rooted in the nature of
things, that is, in the nature of humanity,” and, in an even more per-
vasive sense, they transcend human nature itself since they have been
shown to refer to properties of very many animal life-forms. “The per-
sons who will appear in this book,” says Homans, ““are, if you like, no
less rational than pigeons. If it be rational of pigeons to learn and take
the shorter of two paths to a reward, so it is of our men” (1974:49; cf.
1964b, 1971b).

Homans consistently declares that the reductive explanation of social
phenomena, including social structures, involves general psychological
propositions in conjunction with the given condition or conditions. Dis-
cussing the solidarity of the lower-class girls in his Hudson study, he
cites different possible sets of such given conditions: failure to reward
other members or even positively punish them by failing to conform to
the norms of the group (deviance), geographical proximity of the girls
in the dormitories, and similarity in background characteristics, such as
belonging to the same ethnic group. Furthermore, referring to his “‘bank
wiring” study, he cites the geographical layout, specializations, and flow
of work. These givens he calls parameters or boundary conditions in-
dicative of social organization. But are not, at least, several of these
givens irreducible to individual characteristics? Are these not instances
involving nonindividual predicates and other externalities?

In an explanatory sketch of social evolution in Chapter 16 of Social
Behavior, Homans makes use of the notions of “power” and ‘“re-
sources” or ‘“capital,” which are — according to our earlier discussion —
truly relational, intensional forms irreducible to individual predicates.
For example, speaking of the emergence of hereditary chieftainship, he
posits that the leader uses his “other resources,” which might include
some form of ‘“‘capital” under his control, “such as hoards of food,
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perishable only slowly, which the members of the usual hunting-
gathering band do not possess” (1974:360). Later, as in the case of
kingship, capital takes the form of ‘“‘unusually well-disciplined soldiers,”
of “‘a surplus of food or money,” or of ““a moral code, especially a code
supporting trust and confidence between men” (361). “Conquering new
territory” may result from the utilization of such capital. And so on.
Now one may raise the thorny question: How are these notions of cap-
ital (especially, economic surpluses and resources), of an effective mil-
itary, of conquest and enslavement, the world of coercive power, to be
reduced to the activity of individuals as individuals? No detailed answer
is forthcoming, presumably because, given a more robust notion of
emergence, social phenomena are only partially determined (i.e., un-
derdetermined) by individual behavior. Because no R- or CI- or S-
predicates are given any degree of autonomy in its epistemic model —
and in the human social ontology implied by it — behaviorism remains
the strongest, fully reductionistic version of methodological individual-
ism tending toward physicalistic conclusions.

Rational choice theory

Marginalist and neoclassical economists have developed a general the-
ory of economic action that is the prototype of the rationalist-instru-
mentalist cluster of methodological individualist programs. The notion
of methodological individualism was indeed explored for the first time
by Carl Menger, although the term itself was coined by Schumpeter
and extensively used and popularized by the Austrian school of von
Mises and Hayek (Dray 1968; Elster 1987; Watkins 1976). MI primarily
refers to the model of homo economicus postulated by modern microe-
conomics, more benevolently called rational choice theory.

Rational choice theory is built on a number of assumptions which
may be classified for purposes of simplicity into three sets: (1) ration-
ality and choice, (2) wants and preferences, and (3) alternative courses
of action (see Chapter 6). There are both strong and weak programs
of rational choice theory — we will explore the strong program of the
Austrian school, which has been modified in the hands of human capital
and institutional economists to yield the weak program.

The first set of assumptions posits that all, or nearly all, human ac-
tions are (a) rational, (b) profit maximizing, and (c) (notwithstanding a
limited number of exceptions) self-interested. Thus, utilitarian princi-
ples are deemed to be foundational for the theory. In its orthodox econ-
omistic form, rational choice theory considers action as guided by a
purely instrumental, selfish, and profit-maximizing calculus — the hy-
perrationality of homo economicus — which is ontologically grounded
and transhistorical and is simply “revealed” in the choices and actions
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of individuals. In more moderate defensive-strategic accounts, such as
the one offered by Elster (1985, 1986a and b), although a “methodo-
logical privilege™ is given to the orthodox claims, they are suggested as
a “heuristic principle” guiding researchers.

In the second set of assumptions, the notion of wants has a behav-
iorist flavor: it refers to deep-seated, natural, essentialist needs of in-
dividuals which are manifested in a variety of specific idioms in
conjunction with variable opportunities and external constraints. Typi-
cally for the orthodox rational choice economist, these biologically
grounded needs and wants are expressed as fixed preferences, which
are similar for all individuals and stable across historical times. These
preferences, then, have a purely exogenous formation. Fixed prefer-
ences in conjunction with the concrete constraints and opportunities
given in a society define the actual revealed preferences of a population
of individuals (Elster 1985; see also Sen 1970b, 1978, 1982). Each in-
dividual has subjective preferences, which manifest the application of
fixed, revealed preferences in the concrete instances of individual de-
cisions, fine-tuned but not changed by past behavioral history and cur-
rent context.

Finally, the third set of assumptions refers to the existence of al-
ternative courses of action, other possibilities of behavior having their
own linkage with the wants and the preference schedules of the in-
dividual and presumably forming the total repertory of possibilities of
action — the most rational of which the individual is bound to pursue.
This assumption implies, therefore, the absence of ‘“‘dictatorship” (Ar-
row 1959), that is, of any restriction of the repertory of choices to
such an extent as to limit the applicability of the principles of
rationality.

Under the above conditions, a strong program of rational choice the-
ory formulates a universal model of explanation of economic and
noneconomic rational actions that culminates with claims of micro-
reduction of nearly all other social sciences (and all macrophenomena)
to microeconomics. This is, obviously, an overly simplified model of
action at the core of neoclassical economic theorizing — nevertheless, a
highly regarded model on which the formal programs of academic eco-
nomics have been grounded. In practice the model has been modified
in numerous respects in the hands of more realistic thinkers and, as
such, has provided different lines of theory-building (Becker [1976], Sen
[1978, 1982], Simon [1961, 1978], Williamson [1975, 1981]). It is no ac-
cident that the ongoing revolution in economics seems to push toward
more limited conceptions of rationality and intentional action. Ironi-
cally, economists become less economistic at a time when sociologists
seem to become enamored with rational choice theory.
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The neo-institutional model

Institutional economists have emerged in the vanguard of economic
theory. The prodigious work of Oliver Williamson and several other
associates in his program of “transaction-cost economics” (Oberschall
1986; Ouchi 1980, 1981; Williamson 1975, 1981a, 1981b, 1985; William-
son and Ouchi 1981) provides a good example of the new version of
institutional economics. This theory begins with explicit microtheoreti-
cal statements and rhetorical exhortations (“look at the microanalytic
detail,” Williamson tells us [1985]) but moves toward an explanation of
the emergence of various economic institutions as efficient organiza-
tions in an uncertain world. Transaction-cost economics, together with
other relative microtheories such as the theory of teams and agency
theory, constitutes an important subcase of the general “property-rights
theory” (Pratt and Zeckhauser 1985; Winship and Rosen 1988). The
work of Herbert Simon (1961, 1978) and James March (1978) on man-
agerial behavior, with its emphasis on ‘“‘bounded rationality” and its
implications, is foundational for neo-institutional economics by giving
it the grounds of a theory of human action that departs considerably
from the extreme, hyperrational model of the neoclassical school. Three
key revisionist notions are taken more or less for granted by neo-
institutional economists: (1) the “satisficing” orientation to economic
action, in accordance with which no ongoing effort at maximization of
profit takes place once a certain satisfactory performance has been
achieved (Simon) and no innovation is eagerly adopted unless profit
falls below some comparatively critical level (Nelson and Winter 1982);
(2) the principle of (inherent) objective ‘“‘uncertainty” (as opposed to
mere subjective “risk’’) in economic decision-making which, once taken
as given, lowers the value of technical calculations and raises the value
of pragmatic~experiential choices; and (3) the notion of opportunism
in behavior, an opportunism inherent in the uncertainty conditions of
the economic world and the ever-changing economic organizations,
which invite the actors to exhibit the Machiavellian traits of virt and
fortuna. All three of these are obvious byproducts of the accepted belief
that human action is more complex than the orthodox rational choice
theorists would maintain and is taken in an environment of imperfect
knowledge, interdependent conditions, and objective uncertainty. The
complex issues that now surround economic action (information asym-
metries, monitoring problems, incentive options, collective goods), ac-
count for the appearance of many distinct institutional practices and
arrangements, which become the ways of filtering individual economic
activity.

The concept of “institutions” is used quite broadly by these econ-
omists. For instance, Williamson refers to various types of contracts,
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to algorithms regulating transactions, to types of law (e.g., managing
franchise settings), and to all types of complex organizations as in-
stitutions. This use of the term is closer to the loose sense I introduced
above when speaking of the Cl-predicates. Indeed, true to its micro-
analytical framework, transaction-cost analysis fares much better when
referring to the least institutionalized arrangements than to highly in-
stitutionalized ones.® So, in spite of the seeming “‘institutional” char-
acter of the approach, the theory emphasizes the initial level of the
emergence of such (least) institutions as efficient forms of operation
given an uncertain world, but does little to explain the complexly in-
terdependent mode of functioning of more established institutions.
Too, the theory is more or less innocent of conceptions of relational
power and large-scale structural constraints. For example, class effects
or oligopoly power, or even technology as an external mover, are not
recognized as independent forces; on the contrary, all economic in-
stitutions — entrepreneurial, collective, or capitalist — are explained as
mechanisms of economizing on transaction costs, mechanisms created
and manipulated by the managerial virtuosos concerned. ““Asset spec-
ificity,” particular fixed commitments of capital, and “uncertainty’ are
the primary parameters of economic action and they give rise to a
“small-numbers opportunism.” Even under these restrictive conditions,
various institutional arrangements are created as the best possible ways
to achieve satisfactory efficiency, which is defined not on the basis of
a cost-benefit equation but of an opportunism—uncertainty reduction
equation.

The basic trouble with transaction-cost analysis, in spite of its large
number of significant analytical insights, is that in virtue of its priorities,
it must totally ignore issues of power-asymmetries among economic ac-
tors as well as in the society at large and, thus, never come to grips with
questions of social structure (see Granovetter 1985; Perrow 1979, 1981,
1986). It does have the potential to become a strong program along the
constructionist/compositionist lines we will discuss in the next chapter,
were it to pursue more systematically, in a broader sociological frame-
work, the project of articulating the micro-macro links on the preferred
transaction-costs grounds. Even in the form of postulated, if not analyt-
ically elaborated, micro-macro links, it remains for the time being con-
fined within the general realm of methodological individualism,

13 See Oberschall 1986 for the application of transaction cost analysis to least
institutionalized agreements. Highly institutionalized cases such as the opera-
tions of reentry, legitimation, organizational friction and discretion, prohibit
any rigorous transaction cost analysis. See also the similar problems Elster
(1989b) faced in regard to a purist application of rational choice theory on real-
life collective bargaining.
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however ready to abandon ship. The general argument that institutional
arrangements are always the direct results of the efforts of rational ac-
tors to economize on transaction costs (a post hoc imputation) has an
uncritical “functionalist” flavor, as Granovetter has correctly observed.
I doubt if sociology is ready to try once more this dangerous path.

Collins’s microfoundations theory

Collins’s significant theory, which is a Weberian-Goffmanian version of
conflict sociology, has been presented in several forms and appears in
addition to have shifted its own strategic focus once or twice. Initially,
in Conflict Sociology (1975), Collins attempted to provide an elaborate
analysis of a whole range of phenomena, starting from interaction ritual
chains and moving to organizational and institutional macrophenom-
ena, paying particular attention to the latter. Even in that work, how-
ever, in which Collins advanced dualist (or even cyclical-dialectical)
arguments for the interactional constitution of social structures and the
macro-dimensional effects of space, time, and size on interaction, pri-
macy was given to the microprocesses. In his more recent collection,
Weberian Sociological Theory (1985), Collins stresses once more the
institutional ~ political, economic, and religious — order, staying very
close to the Weberian texts. In the intervening years, however, he has
offered us several papers focusing on microfoundations and advocating
a more or less strong view of methodological individualism. It is this
theory of “interaction ritual chains” that concerns us in the following
paragraphs.

As a microsociologist, Collins defines all social phenomena, including
social structure, as nothing but “microrepetition in the physical world”
because such phenomena refer to “people’s repeated behavior in par-
ticular places, using particular physical objects, and communicating by
using many of the same symbolic expressions repeatedly with certain
other people” (1981a:995). Strictly speaking, Collins asserts, there are
no such things as a ‘“‘state,” an ‘“‘economy,” a “culture,” or a ‘‘social
class.” “There are only collections of individual people acting in par-
ticular kinds of microsituations — collections which are characterized
thus by a kind of shorthand” (1981a:998). One notices here Homans’s
(1975) line of argumentation about collections of individuals (‘‘but if a
collection, still individuals”) with the difference that, instead of strict
behaviorist propositions, a modified vocabulary of behavioral and emo-
tive interaction rituals as well as symbolic strategic conflict terms is
introduced. Collins, too, emphasizes the primacy of the individual ele-
ment, not only in understanding but, especially, in the explanation of
social relations, for he believes that “the dynamics as well as the inertia
in any causal explanation of social structure must be microsituational”
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(1981a:990). And he adds: “Social patterns, institutions, and organiza-
tions are only the abstractions from the behavior of individuals and
summaries of the distribution of different microbehaviors in time and
space. These abstractions and summaries do not do anything; if they
seem to indicate a continuous reality it is because the individuals that
make them up repeat their microbehaviors many times...” (1981la:
989). This statement is consistent with Collins’s earlier assertion that
social structure can be seen as the frozen residues found in an aerial
time-lapse photograph (1975). But we notice here, once again, the con-
fusion of the logical categories of ‘“‘relation” and ‘function,” that
because individuals are necessarily implicated in social phenomena, it
must be the case that individuals are the only causes of such phenom-
ena. There is no other way of understanding his insistence that “A
microtranslation strategy reveals the empirical realities of social struc-
tures as patterns of repetitive micro-interaction” (1981a:985). In such
extreme statements Collins tilts toward a thoroughly antirealist view of
the social world as being whatever is created by our informed actions
or given to us through our perceptions. In many other instances, how-
ever, he seems to favor a peculiar dualist (to be precise, one and one-
half) view of human social reality, according to which microprocesses
constitute the active side of a more complex social world in which the
macrodimensions of size, number, and time provide the passive back-
cloth of situational contexts. Indeed, he speaks of the actions and in-
teractions of individuals as the “energizing” force in macrostructures:
“structures never do anything; it is only persons in real situations who
act” (Collins 1987:195; 1981:985; 1975:12; contrast this to Bhaskar 1975,
1978b, 1986). This conviction is reflected in his analysis of inequality
and stratification consisting of nothing more than temporal chains of
interaction rituals among varying numbers of people with different re-
sources or in his analysis of organizations as structural forms created
and sustained by people using resources in encounters (1981a, 1987).
Collins puts himself in a peculiar philosophical position by treating
organizational and institutional macroreality in this sense. On the one
hand, he does not want to argue that macrophenomena are not real at
all and, on the other, he has no basis to ground their reality. Consider
the following analytical possibilities available for adoption by a theorist:

(1) Only individual actions and interactions are real.

(2) Interactions properly extended in time, space, and numbers of
people involved explain the “appearance” of macrophenomena
(which, therefore, always have a provisional candidacy to the
status of real phenomena).
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(3) Complex forms of interaction implicating a variety of external-
ities including but not limited to time, space, and numbers,
compose structures that are diachronically reducible in princi-
ple (although not in practice) but are synchronically irreducible
to the actions of individuals.

(4) Complex forms of interaction are not only in practice irreduc-
ible; they also are ontologically real and epistemologically au-
tonomous, producing their own novel phenomena and
necessitating new explanatory models.

(5) Moreover, these real structures condition, if not determine, the
actions of individuals.

(6) These structures do not emerge by way of composition (3) or
emergence (4 and/or 5), but exogenously, via mechanisms of a
biosocial ~ and, possibly, sociocultural — group-selection.

Now, it seems to me that Collins identifies with (2), although in mo-
ments of extreme rhetoric he sounds as if he were advocating (1) (a
strict MI approach) and, at times, on the opposite side, (4-5) (near to
a dualist position). We have seen above several instances in which he
is tilting toward (1). Let me give now some examples of his tilt in the
other direction. In Weberian Sociological Theory, Collins subscribes to
Weber’s institutional or ‘“structuralist” line of theorizing. Collins cites
approvingly, for example, the central Weberian theme that ““the guiding
dynamic is a larger, international status system, not reducible to the
economic (or bureaucratic or other) internal interests and resources of
local political actors.” Weber, he says, ‘‘was oriented towards the ‘world
system’ long before Wallerstein popularized the term” (1986:3). This
sort of argument, on the primacy of global phenomena, is reiterated
several times in the course of his analyses. In Conflict Sociology, we
find him trying, for example, to explain sexual stratification by reference
to a gender’s control over the means of coercion; the existence of state
coercive powers; the level of economic surplus in a population; the in-
heritance of resources, and so on — certainly not obvious types of mi-
croprocesses. When he speaks of the state and the economy, we find
him using numerous macrostructural variables, such as the size and
scale of political organization, the productive capacity of the economy,
the level of technology, the level of natural resources, efficiency in the
organization of labor, and the level of wealth. What has happened to
his epistemic premise of microreduction and the primacy of action and
interaction? Do not these variables themselves need microexplanation?

Another point is more disturbing to me. While Collins tells us time
and again that the only macrovariables are time, space, and numbers,
in the course of his expositions he refers to and makes important use
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of a fourth such variable, that is, resources, especially material resources
— wealth, control of money, property, capacity to control spatial settings
and people’s place in them. Certainly here is an externality to action
and interaction (the unequal distribution of resources in a population)
absolutely irreducible to individuals. The same goes for power, which
is also discussed as a form of unequal resource distribution. In brief,
Collins I — the author of Conflict Sociology and Weberian Sociological
Theory — extensively uses variables such as material resources, coercive
power, and distributions that on any account are macrosociological.
Collins II - the author of the microfoundations and microtranslation
papers (1981a and b) — attempts to redefine resources from inside out,
that is, from the point of view of individuals perceiving them, using
them, or facing them. “Power” and even ‘“‘social position” are con-
ceived as mere abstractions from interaction rituals. “Property,” ‘‘the
state,” and other such notions, which are in fact external, become in-
ternal to the individual and to the interactions in which these individuals
are involved.” Collins calls this a “microtranslation,” which operates
as: (a) the ontological microtranslation of macroentities into microsi-
tuations; (b) the ontological microtranslation of external, material
entities (material resources, economic surpluses, embodied technolo-
gies) into subjective, mental entities (a “sense” of property, etc.); and
(c) the epistemic microtranslation of macrostructural descriptive terms
into explanatory interactive terms. All these notions of microtranslation
indicate rather strongly Collins’s commitment to a nearly antirealist
conception of macrophenomena; see (2) cited earlier.

In a more recent essay (1987), Collins amends his theory in an im-
portant way. Microtranslation aside, he now wants to concede that the
macrophenomena are there, at least in a pragmatic sense (in counter-
distinction to a properly epistemic sense?). “Macrostructures,” he says,
““are a distinct level of analysis on just this pragmatic level: One can
make generalizations about the workings of the world system, formal
organizations, or the class structure by making the appropriate com-
parisons and analyses of its own data. What 1 will argue, nevertheless,
is that the effort to connect micro- and macrotheories is worth making.
It is not absolutely necessary to do so; each level can proceed well
enough without the other. I believe, however, that the power of ex-

¥ “The underlying emotional dynamics, I propose, centers on feelings of mem-
bership in coalitions. Briefly put, property (access to and exclusions from par-
ticular physical places and things) is based upon a sense of what kinds of people
do and do not belong where. This is based in turn upon a sense of what groups
of people are powerful enough to punish violators of their claims. .. there is
no inherent, objective entity called ‘property’ or ‘authority’, only the varying
senses that people feel at particular places and times of how strong these en-
forcing coalitions are” (Collins 1981a:997).
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planatory theory on either level will be enhanced if we can show their
mutual penetration in a fairly precise way” (1987:195). Notice the du-
alist presentation of the micro- and macro- levels as independent
though mutually interpenetrating, even though this is conceded on ex-
pedient and pragmatic rather than purely epistemic or proper ontolog-
ical grounds. Collins continues to maintain that the only macrovariables
are those of time, space, and number and that “‘every other macroter-
minology is metaphorical and ultimately it should be translated into
these. Everything else in a theory is microprocesses” (ibid.:195). How-
ever, he still cannot avoid referring indirectly to resources as a part, 1
suppose, of the notion of space now loaded with them. To complicate
matters further, he appears to agree that “‘the larger macrostructure
seems to be primary in shaping microencounters” (ibid.:202), a point
which, if taken seriously, would make one wonder about the merits of
the proposed method of microtranslation. A clearer explanation would
be helpful.

Notwithstanding the conflicting arguments and positions among parts
of his various works, I believe that Collins’s theory of microfoundations,
to the extent that it does not propose a composition upward but a
microtranslation downward, is a variant of methodological individual-
ism (not a “microstructuralism” as Jonathan Turner [1986b; cf. Turner
and Collins 1989] would have it).

Subjective—interpretive theory
Arguably, all verstehende sociologies fall into this category: symbolic
interactionism, Dilthey’s subjectivist-historicist hermeneutics, Weber’s
general interpretive theory of action, among others. We will focus, how-
ever, on symbolic interactionism, given its undisputed importance for a
significant portion of American sociologists.

Symbolic interactionism, especially in the Blumerian rendition and
the affine though amended program of social phenomenology and eth-
nomethodology, offers a mentalistic view of social action and interac-
tion emphasizing the subjectively interpretive meanings that individuals
attach to their actions and the actions of other interactants. The core
of the theory consists in the treatment of an actor’s meaningful action
as an interpretive response to the subjectively meaningful action of an-
other interacting individual, along the premises of the interpretation-
stimulus-interpretation-response or I-S-I-R model. The bases of the
theory are primarily individualistic and they lead directly to the conclu-
sion that everything is microprocess.”” Interactionist interdependence

15 But consider the debate about the “social behaviorist” and (Blumerian) “sym-
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(R-predicates) figures rather weakly and, insofar as it affects individual
symbolic perceptions, is not a stepping-stone of ‘“‘structuration” (not-
withstanding the misuse of this term in the most recent efforts of Turner
and Collins 1989; contra Maines 1977, 1979, 1981, 1982; Fine 1990).

For symbolic interactionists the physical environment never appears
directly to the individual or to the interaction system; it is always me-
diated by symbols and makes its appearance in the communication
process between actors through the interpretation of the symbols in-
volved. It is twice mediated: translated from “physical environment” to
“symbolic environment” and then inserted into the interaction by way
of actors’ meaning constructions and interpretations. Reality is con-
structed by the acts of individuals in interaction and, thus, always has
a fragile, temporary character; “objects” figure only as internal ele-
ments of the situated interactions. Indeed, the theory seems to adhere
to the notion that reality is not only individually and interactionally
constructed but that it is also “in the mind” of individual interactants
as well. This has been succinctly criticized by several other theorists:
Bourdieu (1977a), Gouldner (1970), John Wilson (1983), Zeitlin (1978).
The same applies more or less to all so-called macrophenomena - in-
stitutions, organizations, social structures, and the like, including soci-
ety, the state, and culture. The program denies the true empirical and/
or analytic independence of any macroentity (cf. Stryker 1980). As
Blumer emphasized, macroentities are not external forces that “play
upon” the individual actors, but are at best already constructed phe-
nomenal realities entering the situation of action and symbolic inter-
action through processes of interpretation and insertion, the
interpretation itself in the given situational-interactional context being
the constitutive element of reality. The definition of the situation, as
Hewitt (1984:117) has put it, is an active process of reality construction
in which individual interactants are “authors of their own experiences
and of the realities they inhabit.”

Given the creative nature of individual actors and their reflexive cog-
nitive capacities, social interaction emerges as a continuous process,
without evident beginning or end, with fragile agreements on shared
meanings and ongoing redefinitions of self, act, and situation. In such
a conceptual environment, macrostructures do not exist at all - they
appear to the symbolic interactionist as false reifications or, at best, they
assume ‘“‘a much looser and less determinative character” (Maines 1981:
472); structure is ephemerally produced “in and through interaction”
(Blumer 1975:60). Due to their tacit and precarious character, all mac-

bolic interactionist™ interpretations of Mead: Fine 1990; Joas 1985; McPhail and
Rexroat 1979; Warshay and Warshay 1986.
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rophenomena are reducible to the ongoing microprocesses of symbolic
negotiations. Power, material interests, organizational structures — all
are fleeting emergences sustained only by the “organizing action” of
individual interactants. It is evident then that the program follows con-
sistently, or falls into, a microreductive/microinterpretive methodolog-
ical individualism.

Phenomenology/ethnomethodology

As in the previous case, ethnomethodology, as the most systematic at-
tempt to produce a consistent phenomenological sociology,'® is an
interpretative—cognitivist version of the general individualist theory. It
shares with symbolic interactionism the belief that, as Garfinkel (1967)
has said, actors are not “cultural dopes” acting out roles prescribed to
them by structural positions, social facts, and cultural patterns; rather
they are participants in a continuous process in which order and mean-
ing are created in particular situations as an “‘ongoing accomplishment”
of the concerted efforts of individuals. The definition of the situation is
reflected in and created through the accounts actors give of their social
world, accounts which themselves play a determinate role in the way
they act in that world. This notion of ‘“‘accounting’ illuminates the con-
tingent nature of interaction and context since it shows their indexical
nature and the incessant reflexivities they involve.

What makes ethnomethodology different is its unique view of action
itself:'” Ethnomethodologists consider action as an order-producing and
order-stabilizing activity. However, following the robust Husserlian pro-
gram of phenomenology, they focus on the analysis of the formal prop-
erties and procedures constitutive of meaningful actions and
interactions. The process of accounting is seen not as an activity that
occurs after the completion of interaction — a recollective gathering of
the meanings produced — but a constitutive process of the very inter-
action itself and of the meanings deployed in it. Ethnomethods, the
fundamental components of action, interaction, meaning, and order, are
deep interpretive methods that make up parts of human consciousness;
the phenomenological basis of ethnomethodology permits it to speak
of the basic processes of a transcendental consciousness that make pos-

'¢ T consider ethnomethodology as the most systematic attempt to produce a con-
sistent social phenomenology of the mental, at the intersection of cognitive
science, the philosophy of mind, and microsociology. On this issue the work of
Garfinkel and his students is, simply, superb — but I doubt if it can help us
significantly to formulate a robust theory of social structure along pragmatic
realist lines (see Garfinkel 1967, 1986; Heritage 1984; Mehan and Wood 1975).

7 For the differences between ethnomethodology and symbolic interaction see
Zimmerman/Wieder vs. Denzin (both in Douglas 1970) and Rawls vs. Gallant/
Kleinman [Symbolic Interaction 6(1983):1-18; 8(1985):121-140}.
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sible all acts of interpretation and meaning creation at the surface level.
(So, ethnomethodology is more idealistic and individualistic or, even,
philosophicoanthropological, than symbolic interactionism, given the
Husserlian views on transcendental consciousness.) These deep proc-
esses make possible all acts of reality construction, interpretative
understanding, and cognitive deployment at the empirical, taken-for-
granted level of the emerging and sustained roles, norms, and values.

Ethnomethods include various phenomenological rules constitutive
and interpretive of actions, norms, and situations — deep-rooted, prac-
tical-cognitive, species-specific dispositions of sorts. The most important
of these are (a) the reciprocity of perspectives; (b) the ascription of
normalcy to events and situations or “normal forms”’; (c) the et cetera
principle; (d) the recognition of the indexical nature of expressions; (e)
the constitutive use of social typing or typification procedures to iden-
tify and locate people in the accomplished order of things so as to make
their conduct appear as meaningful; and (f) the forms of practical rea-
soning used by members to render social phenomena and settings rec-
ognizable and normal, especially the use of accounts and descriptions
in a “documentary” fashion (Garfinkel 1967; Leiter 1980; Mehan and
Wood 1975). Competent members use these ethnomethods to formu-
late and inscribe order to their actions, at the same time allowing the
interaction process to “fill in’” what is indexically implied, that is, the
unstated but intended or possible significations of action. (Recall in this
context Garfinkel’s exemplary experiment involving an improvised
pseudo psychotherapeutic procedure [Garfinkel 1967:79-94].)

The idealist-nominalist flavor of ethnomethodology is quite apparent:
all social phenomena and macroentities are essentially mental produc-
tions and they may be said to be real in a mentalistic sense only inso-
far as the individual member’s actions and interpretations accomplish
their production and routine-like confirmation. Ethnomethodologists
view the world - objects, order, institutions — as an accomplishment of
members’ practical reasoning, a constructed appearance. Thus, the eth-
nomethodologist is a social antirealist: Yes, an ontological or episte-
mological sense of social reality is microproduced as an accomplishment;
but such constructed reality in itself has no independent, objective
existence.

Summary

The methodological individualist programs we have surveyed converge,
with some minor differences, on their consideration of social structure
as a term that must be microreduced, microtranslated, microinterpreted
or microproduced, in the specific sense we have attributed to these
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terms. In every instance, social structure is conceived, depending on the
theoretical stance and rhetoric of the particular program, in a nominalist
or a phenomenalist way, the latter defined as the view of macroreality
as provisional, ephemeral, fragile. Given these assumptions, no robust
notion of emergence could be tolerated.

While the discussion in this chapter centered on the varieties of meth-
odological individualism, our real interest is to transcend this epistemic
strategy and focus on the available alternatives suggested in the first
part of this book. These alternative epistemic strategies rest on a phil-
osophical conception of ontological monism but attributional, or inte-
grated, pluralism (Bunge 1969; Bhaskar 1975; Margolis 1978). To put it
simply and in the vocabulary that concerns us, they rest on the recog-
nition that phenomena of emergence have appeared that, neither syn-
chronically in principle, nor diachronically in a pragmatic sense, are
reducible to individual mental or behavioral processes or to systems of
action or interaction. We are, therefore, going to argue that the meth-
odological individualist claims for the epistemic exclusiveness of refer-
ence to individuals or the epistemic primacy or centrality of any such
reference — and, even, the more moderate but ad hoc and undialectical
prioritization of the individual — are ill-advised. With this general prem-
ise in mind, let us consider the conceptions of social structure originat-
ing in other strategies.



6 Constructionism/compositionism:
elementary notions

The limitations of methodological individualism have not deterred
many analysts from searching for an individualistic framework for the
explanation of social phenomena which, if cautious enough, would
avoid the pitfalls we have cited in the previous chapter. For example,
a number of contemporary students of symbolic interactionism, phe-
nomenology, and ethnomethodology have argued that their approaches
are not variants of MI but instead examples of “methodological situa-
tionism” or ‘“methodological relationism” (cf. J. O. Wilson 1987), or
something of that sort.! Examined analytically, these arguments do not
seem to get us away from the field of individualistic micro-interactions
since they fail to provide any operative mechanism of upward structur-
ation. On the other hand, it is rather surprising that some of the most
notable proponents of microstructural programs that have the poten-
tials as well as some initial empirical support for moving beyond MI
(e.g., game theory: Boudon, Elster, Hechter, among others), still con-
ceive their approaches as being versions of strong, nearly orthodox
methodological individualism. For it is clear that, as soon as one aban-
dons the radical, reductive tendencies of MI, the scenery changes con-
siderably as a result of the new assumptions and parameters introduced
into the explanatory model. One then moves to the domain of com-
positionist or constructionist logics and is expected to investigate pre-
cisely these special constraints and emergent mechanisms. To these
logics we turn now our attention.

The foundations of constructionism/compositionism appear on first
inspection to be nothing more than those of the MI version of rational
choice theory; however, this is deceptive in many important cases of
constructionist strategies. The hard-line group of game theorists un-
doubtedly continues to hold to the pure model of rational choice
founded on the older grounds of neoclassical economic theory. This
model is based on a number of very important assumptions, the ma-
jority — if not the totality — of which must be strongly maintained and
protected (as a Lakatosian core)? if one is to continue holding on to
the theoretical language of rational choice. These assumptions are:

! On ethnomethodological claims of radical situationism see Attewell 1974; Her-
itage 1984; Mehan and Wood 1975; on the general interactionist attitude see
Gonos 1977, in this spirit, even Durkheim has been called a “‘radical relationist”
(Alpert 1939).
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(1) the assumption of rationality: all behavior and any explanation
of such behavior is guided by the rationality of individual ac-
tors, not by irrational or quasi-irrational social, cultural, or
emotional forces. Thus, behavior is intentional, and rational at
the individual level; all social phenomena are basically the di-
rect, intended results of intended individual action.

(2) the assumption of rational maximization: all individuals operate
with maximal, optimizing rationality in their efforts to realize
their preferences in the best possible, most efficient and eco-
nomic way (hyperrationality).

(3) the assumption of selfishness: individuals strive to maximize ra-
tionally the attainment of goals that are beneficial to them as
individuals; ontologically, they are selfish profit-maximizers.

(4) the assumption of independence: individuals act rationally in-
dependently of others according to their set of preferences and
the general logic of rational choice.

(5) the assumption of fixed preferences: individuals have a set of
fixed and independent preferences, which are unaffected by
the externalities of interaction contexts and of sociohistorical
dynamics.

(6) the assumption of perfect information: individuals operate with
full information in regard to the conditions, the generation, and
the effectiveness of their choice.

(7) the assumption of “no dictatorship’: no external power is im-
posed on individuals relative to the rational formation of their
choice.

(8) the assumption of alternative courses of action: without this no
real choice can be made.

A rational choice theorist, in principle, must hold fast to all of these
assumptions if she is to be an epistemological purist. In practice, how-
ever, one can relax to some degree one or even several of these as-
sumptions, while still advocating the necessity of the core propositions
and their more fundamental relations. Of course, this process of relax-
ing assumptions cannot go too far; were it to be shown that most, if not
all, of these propositions ought to be replaced or significantly modified,
the program relying on them would be unwarranted, given the obvious
degeneration of its core.

Criticisms of rational choice theory have come from many quarters,

2 Lakatos describes the ‘“metaphysical core” of a research program as the prim-
itive beliefs, laws, or propositions that an adherent cannot give up, something
like a sanctum or a citadel which is to be defended at all costs (Lakatos 1978;
Lakatos and Musgrave 1970).
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from those sympathetic and hostile to the enterprise. Sociologists, an-
thropologists and other scholars have raised counterarguments sup-
porting the fact that quite a large share of human behaviors are
“nonlogical’* (Boudon 1981a,b; Geertz 1983; cf. Margolis 1986, Stinch-
combe 1980); that no “pure” rational action exists unaffected by situ-
ational contexts, relational networks, sociohistorical structures,
normative standards, or institutional conventions. Furthermore, most
social observers (e.g., Merton and Boudon) have recognized that a
whole range of social phenomena appear to be the simple or complex
“unintended” and/or ‘““‘unwanted” consequences of sometimes rational,
sometimes less rational human action. Another line of attack has been
directed against the assumption of hyperrationality, by sympathetic re-
formers such as Simon (1961, 1978), March (1978), Williamson (1975,
1981), Nelson and Winter (1982). These critics have made the point
that real human beings, while acting more or less as rational agents,
can be driven not by maximal rationality (profit maximizing), but by a
“satisficing,” limited, or pragmatic rationality and, at times, by per-
ceived pragmatic necessity. Further reformist criticisms, such as those
of Amartya Sen (1970 a and b, 1978, 1982), have been directed against
the assumption of fixed preferences as an “overtly narrow view, un-
derestimating the influence on choice other than the person’s own pref-
erences, i.e., group norms, culture of a class or community,” thus
bringing economic man close to being “a social moron,” a ‘rational
fool” (Sen 1982: 84-108). The individualist assumption of independence
of choice has been discarded by numerous other amici curiae analysts
such as Boudon (1981a), Coleman (1972, 1986, 1987), and Elster (1985),
who still claim to largely follow the general framework of rational
choice. The assumption of no dictatorship — in effect, of no differential
coercive power distribution — has also been criticized as plainly unreal-
istic by Marxist, political conflict theorists (e.g., Tilly 1978, 1989), pop-
ulation ecologists (e.g., Boulding 1978), organizational analysts (e.g.,
Perrow 1986), and exchange network theorists (e.g., Emerson {1972b,
1981], Molm [1989]).

For any combination of these reasons, many contemporary propo-
nents of rational choice theory (especially in sociology), have adopted a
modified methodological individualism or MMI, and turned to the inves-
tigation of novel, more complex, or paradoxical effects produced by the
qualification or abandonment of specific assumptions within the rational
choice framework. Thus, current developments in game theory, collec-
tive action theory, public choice theory, and rational choice Marxism
were triggered by the realization of the interdependence of individual ac-
tions, and in turn have given rise to variants involving further modifica-
tion of the rational choice framework. These are the main theories with
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which we will be concerned in this chapter, the simpler forms of meth-
odological constructionism/compositionism. All of these particular re-
search programs share the belief that there is an important practical
discontinuity between individual actions as postulated by a weaker
model of rational choice theory (modified rational choice, MRC; or mod-
ified methodological individualism, MMI) and the variety of microstruc-
tural effects that emerge out of such individual actions in conjunction
with specific contextualizing and constraining externalities. The under-
standing, then, in all constructionist programs is that individual actions,
though necessarily posited as initiating conditions, underdetermine to a
certain extent the structural effects, which thus appear as suboptimal,
paradoxical, or weakly emergent and even liftable out of them.

A variety of research programs based on differentially modified ra-
tional choice principles (MRC/MMI) are currently active. These pro-
grams can be classified in one of the following categories:

(A) Programs attempting descriptively or analytically, to explain
the emergence of institutional orders on utilitarian grounds.

(B) Programs attempting to explain the mechanisms implicated in
the emergence of topologically based microstructures.

(C) Programs experimenting with the effects of network structure
and network position (structural dependence) on exchange
processes.

(D) Programs coupling MRC/MMI principles and network tech-
niques to analyze emergent processes of upward structuration;
these include the progressive programs currently focusing on
mechanisms of market structuration and behavior.

(E) Programs following the general principles of game theory in
the elaboration of strategic action, bargaining, the possibilities
of collective action, political conflicts, or policy formation.

(F) Programs at the intersection of several of the above categories.

The following representative cases illustrate the specificity of the con-
structionist logics informing these programs, that is, the transition from
individualist to relational and structural categories or the coupling of
individualist MRC/MMI principles with social relational or structural
processes. The operative micrologics of structuration are elucidated
briefly here, in the next chapter, and in the Appendix.

Institutional constructionism

Consider first the issue of the development of institutions as conceived
by the rational choice and exchange theories. Institutionalization is
commonsensically said to occur whenever there is a “reciprocal typifi-
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cation of habituated actions by types of actors” (Berger and Luckmann
1967: 51-2); in that sense, institutionalization always refers to traditional
practices. Homans (in the concluding chapter of Social Behavior) and
Blau (in the now abandoned schema of Exchange and Power) made a
valiant, though incomplete and unpersuasive, effort to derive institu-
tion-building from simple but foundational exchange principles. But in-
stitutionalization also signifies the emergence of novel arrangements to
take care of difficulties, asymmetries, transaction costs, and the like,
that appear as results of the uncontrollable combinatorial effects of
aggregated individual actions.

We find a variety of rational choice-inspired theories attempting to
explain the emergence of institutions. Chandler (1962, 1977; cf. Thomp-
son 1967), for example, has argued that modern economic institutional
formation and change is based on the prevailing or changing conditions
of markets, which are themselves parameterized by technological de-
velopment; the key then is efficient adaptation and control of markets
through superior coordination within multidivisional firms. Williamson
(1975, 1983) has argued that institutional formations (e.g., organiza-
tional hierarchies) emerge as a result of efforts by rational actors to
economize on various transaction costs incurred in uncertain or not
properly clearing markets. Arrow (1963, 1974) has argued, on the basis
of his possibility theorem which shows that markets cannot aggregate
smoothly and optimally, that economic institutions are created where
market exchanges between individuals are insufficient to achieve col-
lective action. He further explains that “when the market fails to
achieve an optimal state, society will, to some extent at least, recognize
the gap, and nonmarket social institutions will arise attempting to
bridge it” (1963:947). Remember the example of the emergence of the
matching institutional algorithm arranging the assignment of interns to
hospitals throughout the United States (Coleman 1986b; Roth 1984,
Sedgewick 1983): Here is a novel institution that can be explained as
having emerged in order to economize on transaction costs and infor-
mation, to guarantee efficient coordination, or as a result of a strategic
cooperative game. In any case, it is obvious that behavior after the
introduction of this matching algorithm is not the same as before. In
the same manner, we may cite Simmel’s discussion of the introduction
of money into a barter-based economy as an example of efficient insti-
tutional innovation (Simmel 1978; cf. Shubik 1982).

Exchange networks

Let us next briefly examine the new ideas and