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Preface

This book is about collecting and analyzing research data, but this does not mean
that it teaches just the techniques of research. Research does indeed involve technical
matters, but they are not in fact very difficult to grasp. What is more important to
social science research than the technical questions is the frame of mind in which
you approach it. Both of us regard empirical research as a part of theory-building,
on the one hand, and of good professional practice on the other. Elsewhere (Smith,
1975), the prerequisite for good research has been described as ‘the methodological
imagination’.

Based originally on material prepared for Open University course DEH3I3
Principles of Social and Educational Research in the 1990s, this volume has been
re-edited and in some places re-written for a wider market. The original material was
targeted at the reader of research rather than the practitioner; its aim was to equip
students to understand, evaluate and use evidence in their academic and professional
work. The needs of students who have projects to carry out now receive greater
emphasis, and each chapter ends with a ‘running activity’ which will help you to
build up a plan or proposal for your own research. We have also suggested further
reading in each chapter. The book is designed for students from a wide range of
disciplines (including sociology, social psychology, social policy, criminology, health
studies, government and politics) and practitioners and readers in a number of applied
areas (for example, nurses and other medical practitioners, social workers and others
in the caring professions, workers in the criminal justice system, market researchers,
teachers and others in the field of education). The second edition has brought some
of the examples up to date and added chapters on research issues and methods which
have emerged as of importance over the past decade.

The first part of the book covers design issues which are closely bound up with
how data are collected: the basic logic of different kinds of research studies, and the
‘technology’ of sampling. Part II deals with the basic research activities of observa-
tion and asking questions (using methods exhibiting varying degrees of structure)
and the use of documents, published statistics and databases for research purposes.
Part III covers (a) statistical analysis of quantitative data, from simple tabular analy-
sis and the graphical presentation of data to complex multivariate techniques using
regression or analysis of variance, and including a chapter on the preparation of data,
and (b) the qualitative analysis of text and interview transcripts from both an ‘ethno-
graphic’ and a ‘critical’ point of view. Two detailed examples of qualitative analysis
can also be found on the website www.sagepub.co.uk/sapsford. The ‘statistical’
chapters do not assume any prior knowledge of statistical techniques. They also do
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not require more than very simple calculations. Although it is not necessary for the
work outlined in this book, we are assuming that those who go on to do research
which requires extensive statistical calculation will arrange access to a computer
(by far the most sensible way to do statistical analysis). Finally, Part IV looks at the
broader ethical, political and conceptual issues that are important at all stages of
research.

Preface xv
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PART I

DESIGN ISSUES

1

Validating Evidence

Roger Sapsford and Victor Jupp

In this chapter we shall be looking at the issues which logically (and
generally in practice) precede data collection itself – what cases to select,
and how the study should be designed. The major concern is with validity,
by which we mean the design of research to provide credible conclusions:
whether the evidence which the research offers can bear the weight of the
interpretation that is put on it.

Every report of research embodies an argument: ‘on the basis of this evidence I
argue that these conclusions are true’. Within this, the evidence presented is, again,
the product of a series of arguments. The authors collect certain information in
certain ways from or about certain people or settings, and the research report argues
that this information may be interpreted in certain ways to lead to true conclusions
about a certain population. What has to be established in order that the report’s conclu-
sions can be believed is that the arguments embodied in the report are valid ones: that
the data do measure or characterize what the authors claim, and that the interpreta-
tions do follow from them. The structure of a piece of research determines the conclu-
sions that can be drawn from it (and, more importantly, the conclusions that should
not be drawn from it).

We shall argue, throughout this book, that the same questions have to be answered
by research studies in widely different styles and arising from widely differing epis-
temological bases. Some research takes an essentially positivistic approach to the
nature of knowledge about the social world: it takes the nature of the world as rela-
tively unproblematic – the main problems being how to measure it adequately – and
it emphasizes the neutrality and separateness of the researcher from that which is
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under investigation. Such work is typically reductionist: it seeks to explain the whole
by measurement and correlation of the behaviour of parts or aspects of it. Typically,
it is quantitative: it works by measurement and analysis of relationships between the
resulting numbers; and, typically, it aspires to the methods of the natural sciences.
Other studies may take a more interactionist perspective, looking at the meaning of
situations and actions for people, conceived as something not fixed and determinate
but negotiated from moment to moment. Studies from this perspective are more
likely to be naturalistic, trying to eliminate the reactive effect of research procedures
on what is studied, and to proceed by observation and participation in the situation
as a whole or by relatively ‘open’ or ‘unstructured’ interviews with actors in it.
Others again will proceed from a more constructionist perspective, regarding the
space within which meanings are negotiated as a product of history and of social
structure, rather than just of immediate negotiation. Work of this kind is likely to
proceed by the analysis of interviews or written/printed texts for models of the social
world that are implicit in the text and give clues to the framework within which the
writer or speaker is working. Other studies again may be more concerned with
reflexive awareness and deal not with how things are but with how they might be –
not with human nature, but with human capability, for example (see Stevens, 1995,
for a discussion of this) – and these again are likely to proceed by analysis of what
people say, and observation of what they do, in a holistic manner.

Whatever the form of the research and whatever its epistemological grounding,
when reading a research report we shall be trying to assess whether the conclusions
follow validly from the evidence. We shall therefore be asking who was researched,
by what methods, and whether the logic of the comparisons made in the report is
sufficient to bear the interpretation placed upon it.

CCoouunnttiinngg  CCaasseess::  MMeeaassuurreemmeenntt  aanndd  CCaassee  SSeelleeccttiioonn

A part of the argument in a research paper entails showing that the subjects or cases
investigated can be taken as typical or representative of the population under inves-
tigation; the technical term for this question is population validity. A second obvi-
ously important topic is validity of measurement: the question of whether the
measures which are used really do deliver what the researcher claims for them, or
whether they give vague and error-ridden results, or even a competent measurement
of something that turns out to be different from the researcher’s claims. (In many
ways the second of these is even more important than the first; there is no point
in taking great care in selecting the sample if the measurements taken from it are
uninterpretable!)

We shall begin our exploration of these two topics, in this section, with a consid-
eration of government administrative statistics and three surveys around the topic
area of crime and criminality. (The first also serves to remind us that not all research
collects fresh data; valid research can equally be carried out on data already collected
by someone else; see also Chapter 5.) At the end of the section, however, we shall
look at a study of a rather different kind to show that the same questions may validly
be posed.

Design issues2
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Examples from UK Government Statistics
Government statistics always look authoritative and are frequently presented as
carrying authority; they are, after all, prepared by government statisticians and used
by government ministers for planning purposes. In fact, however, they differ very
much in their quality as evidence.

At one extreme, we might look at the statistics of births and deaths. Births have
to be registered, both by the parent(s) and by the hospital or doctor; this includes not
only live births but also stillbirths and abortions. Deaths have to be registered before
a funeral can take place. There are presumably a very few births and deaths which
remain concealed – cases of murder or infanticide – but we may reasonably take
these statistics as virtually accurate counts of what is occurring, as an accurate repre-
sentation of the ‘population’ of births and deaths.

At the other extreme, let us consider Criminal Statistics. These are published
annually by the Home Office, and they contain (among other things) a supposedly
complete count of crimes recorded by the police. We may be tempted to take this as
a valid measure of what crimes have been committed during the year, but it would
be a mistake to do so without further thought.

AAccttiivviittyy  11..11  ((aallllooww  55  mmiinnuutteess  aatt  mmoosstt))

Why might it be a mistake to take the count of crimes recorded by the police as
a valid measure of crimes committed?

We know that some crimes are uncovered mostly by police action (e.g. road traffic
offences), but that others (e.g. burglary, car theft, rape) depend mainly on private indi-
viduals reporting them to the police. There is, therefore, an element of personal dis-
cretion in what comes to the notice of the police in the first place. (We know from
other evidence that most car thefts are reported, for example – for insurance purposes –
but only a minority of rapes.) Once the complaint reaches the police, the police
officer may decide to record or not to record, depending on his or her assessment of
whether a crime has actually been committed, or to initiate further investigation
before recording. Thus, at least two levels of individual discretion are involved before
an actual occurrence appears as a crime statistic; what appears in Criminal Statistics
is not an unedited record, but one that has passed through a ‘filtering process’. We
would therefore handle ‘crimes recorded by the police’ with some caution as a mea-
sure of the ‘population of crimes committed’; their validity in this respect is in doubt.

There are very many sets of official statistics that have this discretionary
character – more than there are statistics that can safely be taken as neutral records of
events. To take one more example, death statistics may be a valid and reliable mea-
sure, but the same cannot be said for the ‘cause of death’ tables. These depend on
decisions made by GPs, hospital staff or coroners and are prone to human error and
the uneven working of discretion as to what to record in cases of multiple causation.

Validating evidence 3
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Three Kinds of Crime Survey
Surveys of the victims of crime have been influential tools of criminological
research, particularly in the 1980s and 1990s (for a good review of such surveys, see
Walklate, 1989). Their popularity has been given impetus by official policies relat-
ing to law enforcement and also to communities taking responsibility for crime pre-
vention. On a methodological front, further impetus was given by the widely held
view of social researchers that official statistics on crime, such as those published in
Criminal Statistics, failed to provide accurate measures of the true level of crime.
Victim surveys involve the selection of a representative sample from the population.
Questions are asked of sample members: whether they have ever been victims of
crime within a specified period of time and whether they reported the event to the
police. A major landmark in the development of victim surveys was that these large-
scale surveys reported a much higher incidence of victimization than was recorded
by the official statistics on crime.

Closer to home, Sparks and his colleagues carried out a much smaller and more
localized survey in 1977, involving a representative sample of three areas of Inner
London; this found that nearly half the sample claimed to have experienced actual or
attempted crime in a 12-month period and reported an 11:1 ratio of victim-perceived
to police-recorded crime. Subsequent surveys from Merseyside (Kinsey, 1986) and
Islington (Jones et al., 1986; Crawford et al., 1990) have come up with broadly similar
figures.

AAccttiivviittyy  11..22  ((1100  mmiinnuutteess))

Two questions about validity of measurement:

1 What do you think are the strengths and weaknesses of victim surveys in
measuring the extent of crime, compared with the official statistics?

2 If a victim survey asked whether the respondents had experienced a crime
(a) in the last year and (b) in a 12-month period 10 years ago, would the com-
parison of these two sets of figures provide valid data for examining
changes in victimization over time?

The faults of the official statistics are well known; as discussed above, Criminal
Statistics records not what crimes were committed during the year, but what crimes
were reported and determined by a police officer to merit recording. However, victim
surveys are also not without their problems, which need to be taken into account when
they are interpreted.

1 They are based on sample surveys, and often on relatively small samples, so there
will inevitably be some degree of sampling error (see Chapter 2).

2 They involve asking people whether they have been the victims of crime, and the
act of questioning sets up a social situation which may affect the answers: the
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form of the question or the politics of the situation could lead respondents to lie
(in either direction), or to stretch the truth to provide what they perceive as an
answer acceptable to the researcher (see Chapter 4).

3 An element of judgement is involved: the survey has to take as given the respon-
dent’s judgement of what constitutes a crime. This may lead to some over-
estimation of the ‘true’ amount of crime. For example, a broken window may be
attributed to vandalism, whereas in fact it was caused by adverse weather condi-
tions. In other cases, judgement may lead to an under-estimation. For example,
in social situations and settings where violence is the norm, a victim of a beating
may not view himself as the victim of a crime, even though a court of law might
well judge otherwise if the case ever came to court. (The second is a more com-
plex example than the first because judgement is required on both sides; the
courts could as easily be misjudging the situation as the victim in terms of who
started the fight and whether the degree of violence used was excessive.)

4 The count depends on the respondent’s memory. It is possible that some events
will be forgotten. More likely, however, is that the count will be inflated by
crimes which occurred outside the period of the question: if you ask for every-
thing that happened during the year from March, it is not always easy for the
respondent to remember whether a given incident occurred in April, March or
even February of last year.

This problem of memory is obviously even more acute for questions about what
happened 10 years ago. Our memories are reconstructed in the light of present
concerns, and we tend to be vague about precisely when things happened where a
long time period is involved. We would hesitate, therefore, to accept a contemporary
‘one-shot’ survey of this kind, which asks individuals to reflect on the past, as
adequate evidence of changes over time.

AAccttiivviittyy  11..33  ((55  mmiinnuutteess))

See if you can think of two alternative ways of collecting data about crime
victimization over time which would produce more valid data than the retro-
spective ‘one-shot’ survey.

One way around the problem of retrospective data collection is to examine findings
from a succession of one-shot surveys carried out at different points of time: a time-
series design or trend design. For a sound base of comparison, what we need are
successive surveys which sample the same population, are constructed in the same way
and are uniform in their definition and operationalization of variables (that is, the transla-
tion of the concept into something measurable). For example, the General Household
Survey (carried out annually by GSO) has asked questions about burglary victimization
in several years of its operation, allowing comparison over time for this limited category
of crime. The most notable recent example, however, is provided by the British Crime
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Survey (BCS; see Mayhew and Hough, 1982). This was carried out by the Home Office
Research and Planning Unit in 1982, 1984 and 1988, and there are plans to continue it
every four years. While the individuals questioned are not the same at each period of
time, they are sampled in the same manner and asked the same or similar questions
about the crimes of which they have been victims. The main analysis provides data on
crimes of different kinds, reported and not reported to the police. As with other victim
surveys, the BCS uncovers substantial under-reporting of crime; it also testifies to the
great fear of crime among the general population, and particularly among women, older
people and those living in inner-city areas – fear out of all proportion to the measurable
likelihood of becoming a victim of crime. The analysis also provides insights into the
respondents’ reasons for not reporting crimes. Perceived triviality of the offence is by
far the most important reason, but perceived lack of interest and impotence on the part
of the police are also important. Given that the same questions are asked at each point
of time, there is the facility for making comparisons over time and therefore the basis
for making assertions about social changes and social trends.

However, if your interest is in change in individuals over time rather than the
changes in populations over time, it is a bad strategy to take unrelated samples in
two time periods; if you find changes, you cannot know whether people have
changed or whether the population has recruited a new kind of member. Because
different individuals are chosen at each sampling point, time-series designs are not
appropriate for examining changes in individuals or for studying individual devel-
opment. This is the hallmark of the longitudinal or cohort design. A celebrated
British example is the National Child Development Study, which selected a national
sample of children born in one week in 1947 and followed them until they were in
their late twenties (Douglas, 1964, 1976). Within British criminology, and the study
of delinquency and the causes of crime in particular, the longitudinal or cohort study
is typified by the Cambridge Study in Delinquent Development, carried out by
Donald West and his colleagues.

The aims and broad strategies of the Cambridge Study were very much influenced
by the previous work of the Gluecks in the USA (Glueck and Glueck, 1950, 1962),
which had indicated the important influence of early family socialization and family
circumstances on who did or did not subsequently become delinquent, although, by
the admission of its director, it ‘began as a basic fact-finding venture without strong
theoretical preconceptions and without much clear notion of where it might lead’
(West, 1982: 4). However, it departed from its American predecessor by using a
prospective (or longitudinal) rather than a retrospective (‘one-shot’ or cross-
sectional) design. In other words, it involved examining which individuals, out of an
initial sample, subsequently became convicted of delinquent acts, as opposed to
studying retrospectively the backgrounds of those who had already been convicted.
The reasons for this were that

Research with established delinquents can be misleading. Once it is known that one is deal-
ing with a delinquent, recollections and interpretations of his upbringing and previous
behaviour may be biased towards a preconceived stereotype. Moreover, deviant attitudes
may be the result rather than the cause of being convicted of an offence. (West, 1982: 3)

In 1961, a sample of 411 working-class boys aged about 8 was drawn from the
registers of six state schools in a London area, reasonably close to the researchers’
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London office and with a reasonably high delinquency rate. Girls were not included
in the sample, and only 12 boys came from ethnic minority groups.

In other words, it was an unremarkable and traditional white, British, urban, working-class
sample. The findings are likely, therefore, to hold true of many similar places in southern
England, but they may tell us nothing about delinquency in the middle classes or about
delinquency among girls or among immigrant groups. (West, 1982: 8)

The sample members were contacted at six designated ages between 8 and 21, and
sub-sections of the sample were purposively selected and re-interviewed at later ages
(persistent recidivists, former recidivists not convicted of an offence for five years,
and a random sample of non-delinquents). The main findings (but, for more detail,
see West, 1969, 1982; West and Farrington, 1973, 1977) were that five clusters of
factors were predictive of delinquency:

• coming from a low-income home
• coming from a large family
• having parents considered by social workers as having performed their child-

raising unsatisfactorily
• having below-average intelligence
• having a parent with a criminal record

AAccttiivviittyy  11..44  ((aallllooww  55  mmiinnuutteess))

What key features of longitudinal studies are exemplified in the Cambridge Study?

The Cambridge Study typifies longitudinal studies in a number of ways. First, it is
prospective as opposed to retrospective, following 411 8-year-old boys through their
teens and twenties. Secondly, in doing so it focuses on individual development, espe-
cially in relation to the generation of delinquent behaviour and subsequent criminal
careers. Thirdly, the study is descriptive in that it describes individual development
and change, but also explanatory in the way the analysis seeks to identify factors
which can explain why some sample members became delinquents. Fourthly, the
study seeks to be predictive by investigating how far delinquent and criminal behav-
iour can be predicted in advance. Finally, the study illustrates a feature of longitudi-
nal research which has not been emphasized so far in this text: that it is often closely
related to policy formation.

The major policy implications of the Cambridge Study are that potential offenders can be
identified at an early age and that offending might be prevented by training parents in effec-
tive child-rearing methods, preschool intellectual enrichment programmes, giving more
economic resources to poor parents and providing juveniles with socially approved oppor-
tunities for excitement and risk-taking. (Farrington, 1989: 32)

During the summer of 1991 the then Home Secretary, Kenneth Baker, held a num-
ber of seminars with teachers, clergy, magistrates, social welfare professionals and
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others to discuss the rising crime rate and especially the problem of youth crime.
Subsequently, he outlined, in general terms, policies to identify potential offenders
at an early age and to introduce the kind of preventive measures described above. His
decision was influenced not only by the seminar discussions but also by the conclu-
sions of the Cambridge Study (see Guardian, 19 September 1991, p. 19).

AAccttiivviittyy  11..55  ((55  mmiinnuutteess))

Now list the strengths and weaknesses of longitudinal cohort studies and time-
series designs, as you perceive them in the light of all you have read so far,
especially with regard to collecting valid measurements.

Unlike one-shot cross-sectional designs, neither time-series designs nor longitu-
dinal cohort studies are dependent on the collection of retrospective data in seeking
to relate past experience to present-day attitudes and actions. Cohort studies go
beyond this in being able to collect a wide range of data about a large number of vari-
ables at different stages of the same individual’s life. As Douglas, a leading exponent
of longitudinal surveys, points out:

A cohort study allows the accumulation of a much larger number of variables, extending
over a much wider area of knowledge, than would be possible in a cross-sectional study.
This is of course because the collection can spread over many interviews. Moreover, infor-
mation may be obtained at the most appropriate time: for example, information on job entry
may be obtained when it occurs, even if this varies from one member of the sample to
another. (Douglas, 1976: 18)

So longitudinal surveys allow the collection of more data, and also its collection at
the most appropriate time. The enhanced validity of measurement consequent upon
sampling through time adds to the overall validity – the overall plausibility of the
argument. This is further enhanced by the fact that the explanatory value of cohort
studies is greater: the longitudinal dimension provides direct evidence of a time-
ordering of variables and so gives more credibility to causal inferences which link
contemporary attitudes and actions to previous background, experiences and events.

On the negative side, however, longitudinal studies are very costly compared with
cross-sectional studies or even time-series designs, and they produce results very
slowly. They require key members of the research team to make a long-term com-
mitment to the project, and they also require research funding bodies with patience
and foresight as to the long-term benefits of such research. With regard to the sample,
there is always a risk that members will change their attitudes or behaviours as a
result of being part of the study. What is more, the sample runs the risk of being seri-
ously depleted by drop-out over the years – known as ‘sample attrition’. A survey of
major North American longitudinal studies (Capaldi and Patterson, 1987) found that
the average attrition rate was 17 per cent; one in six of the original respondents was
lost to the survey on re-interview for a range of causes, including disinclination to
be interviewed, death, emigration or simple failure to notify a new address. What
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matters here is not just the size of the drop-out but the question of whether the
representativeness of the remaining sample is seriously affected. Research on
children with severe adjustment problems (Cox et al., 1977) found that they tended
to be over-represented among the drop-outs. West and Farrington (1973) found that
parents who were uncooperative or reluctant to participate in the study were more
likely to have boys who subsequently committed delinquent acts. In attitude
studies, those who are most likely to have flexible attitudes are those most likely to
be geographically mobile. In workplace studies which use volunteer informants, it
is quite clear that those who volunteer readily very often have different things to say
about the organization than those who are not much interested in participating in
the study.

A further problem shared by all research with a time dimension to data collection
is that variables collected at early stages may not anticipate theoretical developments
at a later stage, with the result that crucial data may not have been collected. This is
sometimes referred to as ‘the problem of fading relevancy’.

Because a long-term longitudinal study takes a long time to carry out, there is a risk that
the theoretical framework that served as a basis for the design of the study, for the choice
of variables and for the construction of indexes and so forth, has become obsolete by the
time the data collection is complete and the results can be published. (Magnusson and
Bergman, 1990: 25)

It is, of course, possible to introduce different variables at later stages of either a
cohort or a time-series design, but there is no way that analysis of them can benefit
from the strength of the designs, which is the comparison over time.

A final problem common to all quantitative surveys is precisely that they are
quantitative. This sub-section of the chapter has tended to concentrate on sampling
and the comparison of samples, but we also need to keep measurement and the valid-
ity of measurement in mind. In order to cover large numbers of cases, it is generally
necessary to degrade information to numbers – ‘readings’ on scales – or to collect
what data can readily be counted (i.e. size of family rather than what it is like to live
in families of various sizes).

In the next sub-section we shall look at a very different kind of study which
provides much richer and more ‘naturalistic’ data. We shall be suggesting that it has
the same concerns as survey research, however, and equal though opposite problems.
The focus will be on case selection – what we can say about the population on the
basis of cases selected from it – and the extent to which valid conclusions can be
drawn from what was said to the interviewers (a question akin to ‘validity of
measurement’).

A Study of Mothers
In the early 1980s, Abbott and Sapsford (1987b) carried out an interview project in
a ‘new town’, interviewing mothers of children with learning difficulties (at that time
labelled as ‘mentally handicapped’), plus a sample of mothers whose children were
not identified as ‘handicapped’.

Sixteen families were contacted from a list extracted for us from the school rolls of two
Special Schools in the new city (one designated for the mildly handicapped and one for the
severely). We carried out two interviews with each mother, separated by about a year, not
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using a formal questionnaire but rather trying for the atmosphere of a friendly chat about
life and work between neighbours. Although the interviews were tape-recorded, it seemed
to us that this atmosphere was readily attained in most cases – the more so because Abbott
was very evidently pregnant during the early interviews. … Although we cannot claim that
[this study] had a sample statistically representative of the population of mentally handi-
capped children, we would claim that [it covers] a good part of the range – from the mildest
of borderline handicaps to the very severe. These data are contrasted with a parallel series
of interviews with mothers of children who have not been labelled as mentally handicapped.
(Abbott and Sapsford, 1987b: 46)

The target sample was obtained from two schools for children with learning diffi-
culties, which between them covered the whole range. In one, the researchers picked
names at random from the roll and wrote to them, building up a sample from those
who replied and were prepared to be interviewed. In the other, the head teacher
wrote to families (excluding those she knew to be in substantial distress at that time
and one or two who were known to be uncooperative), and those who volunteered to
be interviewed contacted the interviewers. The comparison sample was obtained by
asking the mothers of children with learning difficulties to name two or three other
mothers they knew in their neighbourhood, whose children had not been so labelled,
and picking the one whose family composition most nearly resembled that of the
mother who nominated them. (As the new city consists of areas which are very
different in terms of class and occupational distribution but is reasonably homogeneous
within areas, asking for local mothers to be nominated yielded a sample matched to
a large extent for social class.) The interviews were of a loose ‘life-history’ variety
(see Chapter 4 for a discussion of kinds of interviews), covering the women’s lives
(including paid employment) up to marriage, from marriage to the birth of their
children, what changes the children had brought about in their lives, and the history
of themselves and the children from birth.

Looking at the mothers’ lives, it was evident that the same kind of physical work
was involved in bringing up all young children, but the work of the mothers of
children with learning difficulties went on for longer and was consequently more
intense; if a child remains incontinent until 6 or 7, or even into his or her teens, the
bulk of cleaning and washing tasks is very great. The most severely damaged child
in the sample was blind, deaf and had no control of limbs; she needed help to sit up
or turn over in bed, and washing her hair required two people (one to hold her over
the sink while the other did the washing). Some help was received from family and
friends (though less by the mothers of children with learning difficulties than the
other mothers), but six of the 16 mothers in the sample received no help at all, and
in five other cases the help was comparatively trivial.

At a broader level of analysis, the families of children with learning difficulties
had ‘social tasks’ to perform over and above those of other parents. Accepting the
child at all can be emotional labour:

For about a month after I found out I didn’t have any feeling for her in any way – she
wasn’t my baby, she was just a baby that had got to be looked after and fed and kept clean.
I couldn’t pick her up and cuddle her or nothing … And I walked past the pram one day
and she looked up at me and she smiled … she just smiled … after that I was all right.

There are social adjustments to be made, and the decision about how to ‘put a public
face’ on the fact of handicap:
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The sooner people knew, I thought, the nicer for them, because there’s nothing worse than
looking in a pram and it’s a friend, and thinking, ‘Oh goodness, what can I say?’

Some children fit well into their local communities:

He chucks his wheelchair around the street and everyone knows him, he goes in next door
and has an hour in there and a cup of tea and biscuits, and then he goes off down the road,
the old people love him.

But there can be problems, even with immediate family:

Let’s put it this way, there were relations we have not seen since we found out about Trevor
… [and] we have only been invited to tea with Trevor once to my brother-in-law. He thinks
we should put Trevor away.

Most wearing of all is not knowing, but thinking, what attitude other people are taking:

When I talk to people and I say, ‘Mark is mentally handicapped’, and as soon as they know
he is coming up to sixteen, you see, you know what I mean? I don’t want to put it into
words, but you see it even before they say it … It is an unspoken look. I suppose maybe I
would be guilty in the same way, but there is that fear of ‘danger to my daughter’.

The authors summarize the overall results of the study thus:

having a mentally handicapped child and caring for him or her at home presents a child’s
parents with two major tasks which are not faced in the same way by parents of ‘normal’
children. They have to come to terms with the fact of the child’s handicap and its implica-
tions for the way in which the family is able to conduct its normal life in interaction with
others. At the same time they have to deal with the way our society labels and stigmatises
mental handicap – including the way that the historically determined stereotype of mental
handicap spills over as a courtesy stigma for the whole family – and this means renegotiat-
ing the nature of the family’s identity and building a style of life compatible with the rene-
gotiated identity. The task is made none the easier by the fact that the parents are themselves
members of the culture which stigmatises them and their children, may project their own
feelings of spoilt identity onto the world at large and share to some extent the very attitudes
which they are forced to combat. (Abbott and Sapsford, 1987b: 55–6)

It is worth noting that, contrary to expectation, it was not always the child with
learning difficulties who was ‘the problem’ for the family. One mother, for example,
was more worried about her eldest child, who had a spell of truanting from school
in response to bullying by local children which followed his evident grief at his
grandmother’s death. Another mother had a child suffering from cystic fibrosis who
required daily medical and nursing attention. Another had a child who had been
‘teacher’s pet’ at a small village school and was not adapting to the transfer to a
larger secondary school in the new city.

AAccttiivviittyy  11..66  ((aallllooww  2200  mmiinnuutteess))

Look back over the foregoing description in the light of the issues raised so far
in this chapter, and make notes on how far it is possible to generalize from the
sample and how the nature of the information differs in this study from the ones
discussed earlier. Also consider the role of the comparison group in the research.
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In terms of representation, this study is clearly inferior to the others already
described. The studies we have looked at so far either count all of a class of events
or draw a sample which is calculated to be representative in detail of the parent
population. In this case we have a sample which cannot be guaranteed to be repre-
sentative; when the authors say that six of the 16 families did such and such, it would
be a mistake to suppose that 37.5 per cent of the parent population would do like-
wise, and we have no basis for saying how large the error in estimation of percent-
ages actually is. In fact, we know that the sample is biased: it is a volunteer sample – so
those who volunteered are likely to have had something they wanted to say – and one
of the two schools deliberately excluded certain categories of potential informant
(those known to be in distress). The aim was to talk to a typical range of cases, and
this may well have been achieved, but we are unable to say the extent to which the
sample is unrepresentative of the population.

Beyond this, it is typical of studies of this kind that the data are not precise mea-
surements but rich and complex conversational material. What was picked out of the
conversation and included in the analysis was what the authors thought it was impor-
tant to present to the reader. Even in the full report it would not have been possible
to include unedited transcripts (an hour’s conversation typically running to 20 pages
of transcript). In terms of counts of, for example, amount of help given, the report is
undoubtedly factually accurate (within the limitations of decisions about what
counts as ‘giving help’, which is a problem shared by more quantified research).
When describing the lives of the mothers, a degree of interpretation necessarily
intrudes; although the authors quote a fair amount of what was said to them, this is
illustration rather than, strictly, evidence. Where they are framing overall conclu-
sions about the mothers’ lives or classifying them into types, what they are doing is
to ‘give an account’ of what they perceive to be true of the data – to ‘tell a story’ on
the basis of the factual evidence.

Furthermore, it is a story based on data which are themselves presented as a story.
The informant tells her story, in particular circumstances and to particular inter-
viewers, with a particular perception of what the interviewers are looking to learn
and what, therefore, it is relevant to discuss. The interviewers, in their turn, interpret
what is said in order to ‘tell a story’ – or a series of stories of increasing abstraction –
based on the material that they have been given. One needs to be well aware of the
circumstances of the interview and the predilections of the analysts before what they
have to say is acceptable as a plausible account of people’s lives.

Against these undoubted weaknesses can be argued the strengths of this kind of
approach, all of which revolve around the richness of the data obtained and the com-
parative lack of structure in the method by which they are collected. One may argue,
for example, that even one typical case researched in depth tells us more about a
group than superficial information on every member of it: for example, that a
thorough exploration of one person’s views on religion gives us more insight than
figures on church attendance for a whole population. Further, all structured methods
involving systematic observation, counting or questionnaires, require decisions
beforehand as to what is to be relevant, while the relatively unstructured methods
used in this study allow surprising information to surface and may question the
researchers’ preconceptions more readily than more structured approaches.
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CCoommppaarriinngg  GGrroouuppss::  tthhee  LLooggiicc  ooff  DDeessiiggnn

In this section we look at a broader aspect of research as evidence: the logic of the
arguments that can be based upon it. Whether the research study is structured to
make a particular point from the start or the argument is imposed post hoc in the
process of writing a report, all research reports embody an argument: this or that is
the case, on the basis of the evidence presented. The basic point is that most research
depends on comparison to establish its conclusions.

We have already looked at the importance of comparisons as tools for drawing
conclusions, particularly in the study of mothering children with learning difficul-
ties. In this section we look at how comparison is managed, for what purpose and
with what success, in those styles of research which are most explicitly based around
comparison of groups or ‘conditions’: quasi-experimental comparisons and true
experiments.

Quasi-experimental Analysis: Road Traffic Fatalities
The classic and most often quoted comparison of naturally occurring groups –
capitalizing on changes happening ‘in the real world’ rather than changes introduced
by a researcher – concerns the Connecticut ‘crackdown’ of the 1950s. This was a dras-
tic public programme in one American state re-inforcing police action to curb exces-
sively fast driving, on which a secondary analysis of published figures was carried out
by Donald Campbell (Campbell and Ross, 1968; Campbell, 1969). After an unprece-
dentedly bad year for traffic fatalities, the governor of Connecticut introduced a
programme of administrative orders which made it more certain that drivers who
exceeded the speed limit would be caught and, if caught, punished. The net result
was a decrease in traffic fatalities within the state of roughly 12 per cent. As it stands,
this action has many of the qualities of the simplest kind of action research, where
researchers/practitioners introduce some kind of change and monitor its effects
(except that in this case the change was introduced by the authorities, not the
researchers). Figure 1.1 illustrates this kind of research diagrammatically.

AAccttiivviittyy  11..77  ((1100  mmiinnuutteess))

What problems do you see with the conclusion that the governor of
Connecticut’s action caused fatalities to fall by 12 per cent? Stop and make
notes on alternative explanations for the results.
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Figure 1.1 Diagrammatic representation of simple action research
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Several problems occurred to Campbell, but most of them were answerable by
further analysis.

1 There could have been a trend effect – the figures could have been going down
over the years in any case – coupled with a regression effect. (Regression to the
mean is the technical term for what happens when you look at figures which
fluctuate widely around an underlying mean or average trend. Because there is
a mean or trend it is very likely, if you have picked an extreme fluctuation, that
any other figure will be closer to the mean – and you will remember that the
crackdown was initiated because of an unprecedented fatality rate.) To explore
this we need to compare figures over a longer period than just two years, which
is what Campbell did (Figure 1.2). As you can see, there is no obvious trend to
explain the decrease in 1956; the figures tend upwards to 1955 and downwards
thereafter.

2 There was the possibility that recording practices had changed: for example, by
police being less willing to attribute road deaths to speeding. The mere fact of
introducing a public programme could have an effect on the record-keeping as
well as the driving. Such an effect may well have occurred and the research
design is powerless to guard against it.

3 Other equally possible explanations might include: changed weather, changes in
petrol prices, changes in drinking behaviour; anything, in fact, that might change
driving behaviour. It was possible to guard against most of these, however, by the
design of the analysis. What Campbell and his colleagues did was to compare
Connecticut with a ‘control group’ – a set of four comparison states in which the
crackdown had not taken place. Traffic fatality figures from these four states over
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the same period failed to show the downward trend visible in Connecticut (Figure 1.3),
and it is therefore likely that none of these factors was responsible for the decrease.

The use of comparison between an ‘experimental group’ and a ‘control group’ is
a very regular feature of studies which try to show the causal force of treatments, and
it is logically very strong. To the extent that the control and experimental groups are
alike before treatment, and only the experimental group is treated, if they differ after
the treatment the difference must logically be attributable to the treatment.
Diagrammatically, this kind of design may be represented by Figure 1.4 (see p. 16).
The measurements for the two groups will seldom be identical before the treatment,
but the real interest is in the difference between pre-test and post-test measurements.
In Figure 1.3, for example, the experimental group shows a marked decline from the
point of treatment while the control group does not.

AAccttiivviittyy  11..88  ((55  mmiinnuutteess))

Pause and think: can this design cope with the problem of changes in recording
practice listed in Point 2 above?

The use of a control group does not eliminate factors confounded with the treatment –
things which vary with or as a result of the treatment and therefore cannot be
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Figure 1.3 Control series design comparing Connecticut fatalities with those in four
comparable states (Campbell, 1969: Figure 11)
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distinguished from it. If there were changes in recording practice in Connecticut, for
example, these would be specific to the treatment group (they would be part of what
happened when the treatment was applied) and could not affect the control group, so
the presence of a control group does not eliminate them. What it does make less likely
is that a factor independent of the treatment was the cause of the decrease in fatalities.

Experiments in HIV Counselling
Consider the following studies:

1 80 pregnant drug users participating in a methadone maintenance programme
were assigned at random to a six-session cognitive/behavioural programme or to
a ‘control group’ who received no such intervention (O’Neill et al., 1996).

2 119 drug users were randomly assigned to a 50-minute or a 15-minute coun-
selling session (Gibson et al., 1999).

3 295 drug users participating in a heroin detoxification programme were ran-
domly assigned to a 50-minute individual counselling session (discussing options
and trying to increase condom use) or to receive a package of brochures which
covered the same ground (Gibson et al., 1999).

4 152 cocaine users were randomly assigned to an experimental programme of
three two-hour small-group counselling sessions or to an information programme
presenting material on video and in print (Malow et al., 1994). 

5 50 people on methadone maintenance were assigned randomly, either to a pro-
gramme of active presentation of HIV information in small groups, or to receive
only brochures (Sorenson et al., 1994).

In all these studies there were pre-intervention measures of AIDS knowledge and
self-report measures of condom use.

AAccttiivviittyy  11..99  ((1100  mmiinnuutteess))

Compare these studies with the Connecticut Crackdown and your notes on the
Abbott and Sapsford research. What is the function of control/comparison
groups in each case, and how effectively does each use this feature? What is
distinctively different about the five studies described above?
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The five studies all follow the clean lines of the comparative design which we
examined above and illustrated in Figure 1.4. One group of subjects received the
treatment and the other, picked to be similar to the first, did not, or two treatments
are compared; both were tested before and after treatment was applied to one group.
The five studies differ from the others described earlier in two important respects:

1 The researchers had control of the treatment. In both the other studies the
researchers were looking at ‘naturally occurring’ variation: in one case, an
administrative change to police and court procedure, initiated by a state gover-
nor, and, in the other, the natural experience of having and bringing up a child
with learning difficulties. In the five studies, on the other hand, it was the
researchers who determined what the treatment should be and how it should be
run. This clearly gives more opportunity for eliminating possible alternative
explanations for the results.

2 The similarity of the groups can to a large extent be guaranteed in the five
studies; groups were picked randomly from the same population, which maxi-
mizes the chance that anything of importance will be equally distributed between
the two groups. In the other studies, the researchers had to ‘make do’ with natu-
rally occurring dimensions of difference. Campbell and his colleagues had to
argue quite carefully and extensively for the validity of the comparison of
Connecticut with the four ‘comparison states’: the extent to which the states used
for comparison were really comparable with the state where the ‘treatment’
occurred. Abbott and Sapsford made some attempt to match the two groups, on
social class and family composition, but the success of their efforts is by no
means guaranteed.

The difference between the five studies and Campbell’s work is that the five
studies are experimental, while Campbell’s is at best a quasi-experimental design (to
use Campbell’s term). An experiment (also called a controlled trial in the medical
world) is defined as a study in which:

1 The allocation to treatment or control group is under the control of the researcher
and can be arranged to maximize the likelihood of having comparable groups.

2 The treatment is under the control of the researcher and can be arranged to min-
imize the likelihood of other alternative explanatory factors being confounded
with its effects.

AAccttiivviittyy  11..1100  ((55  mmiinnuutteess))

What do you see as the advantages of experimental over quasi-experimental
designs? Are there corresponding disadvantages?

The same logic underlies both kinds of study. The advantage of experimental
designs is that the logic is more clearly applied, eliminating a greater number of pos-
sible alternative explanations by the design of the study itself. If you measure the
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state of a group of people at the outset, then administer a treatment, produce
measurable changes and can guarantee that no factor other than the treatment could
have produced the effect, then you are on strong ground in arguing that the treatment
produced the effect. Quasi-experimental studies, which capitalize on existing differ-
ences between people and/or their circumstances rather than direct manipulation by
the experimenter, can never quite offer this guarantee: there are always other poten-
tial explanatory factors which might have produced the observed effect. The best you
can do is to explore and eliminate those which occurred to you and on which you
therefore collected data, by means of statistical control at the analysis stage (see
Chapters 9 and 10).

We should note that logical design does not guarantee results which uphold the
researcher’s prior expectations. In these five studies, for example, the results were:

1 No difference in reported condom use was reported by either group at three
months or at 12 months after the study.

2 There was no difference between the groups nine months after the study.
3 Six- and twelve-month follow-up studies indicated no difference between the

groups.
4 Both groups showed a significant reduction in sexual risk-taking three months

later, but there was no significant difference between them. However, there was
a trend for previously high-risk ‘players’ on the experimental programme to show
greater reduction than those on the information programme.

5 Both groups showed enhanced knowledge immediately after the programme,
with those who had attended the active small-group programme knowing signifi-
cantly more than those who had received only brochures. The difference between
the groups was not apparent at three-month follow-up, however.

In other words, none of these studies suggests that counselling or the active provision
of information has a lasting effect on subsequent behaviour. It is characteristic of
good research design that what the researcher wants to support stands a good chance
of failing to achieve support; unbiased design provides good support for conclusions,
when it does so, precisely because the result could have gone the other way. 

Four major disadvantages or weaknesses of experimental studies occur to us:

1 It is not possible, even in principle, to guarantee that no factor other than the
treatment could have produced the effect. You can control for what you know to
be important, by the design of the study or by statistical control after the event
(see Chapter 9), and you can use randomization techniques to try to even out
every other difference between groups, but you can never be sure that you have
succeeded. It may still be necessary to control for sources of variation.

2 Some factors cannot be manipulated. Studies of gender, class, age and so on will
always have to be at most quasi-experimental because we cannot allocate people
to different conditions of them. Similarly, the comparison of risk-takers and
others in the fourth study is quasi-experimental; it capitalizes on pre-existing
difference.

3 Even where the explanatory variable under consideration does lend itself to
manipulation and to the allocation of people to one condition or another, ethical
considerations may require us to confine ourselves to a fairly small manipulation,
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and this may trivialize what we are studying. (The ethics of social research are
discussed in more detail in Chapter 13.)

4 An added factor about experiments is that they are often very obviously
‘research’, and this could provide an alternative explanation of any results
obtained. If people know they are in a research situation, this in itself can change
their behaviour or attitudes. (This is not a necessary characteristic of experimen-
tal research, however; for example, some experiments are unobtrusive and not
obvious to their subjects, while most surveys are obviously a ‘research situation’,
which may well affect the nature of the response).

AAccttiivviittyy  11..1111  ((aallllooww  2200  mmiinnuutteess))

The experiment appears to follow a very clear and indisputable form of logic: if
we have two identical groups, intervene to administer a treatment to one and
not to the other (or administer two different treatments), control all other pos-
sible differences and produce a difference in outcome, then the outcome must
have been due to the intervention. There are still problems with it, however;
spend some time thinking about such research and see if you can identify them.

The weakness of experimental logic, as outlined here, is that it omits to consider
part of the context of the argument.

1 In the perfectly designed and executed experiment it may be possible to show
what caused the effect, but it will not be possible to show why. An experiment
does not demonstrate the truth of a theory; a variable may have its effect for the
reason the researcher posits or for a wide variety of other reasons.

2 The logic of an experiment argues from cause to effect via control of other
variables. In many cases, however, the argument that other variables have been
controlled, or are not related and may be ignored, will itself rest on a body of theo-
retical assumptions, and these are not tested by a given experiment but taken for
granted. Thus, when an apparent disproof is produced, we shall not know whether
the fault is in the theory being tested or in one of the assumptions being taken for
granted.

3 Finally, and perhaps most importantly, what the variables mean is not a thing
measured but something interpreted on the basis of a whole body of theory.
Again, if a negative finding is produced, we shall not know whether the fault lies
in the theory under test or in the wider body of theories which define the situa-
tion and the meaning of what is being measured. 

In these five studies the interpretation is not helped by the inherent difficulty in
precise definition of the independent variable (the intervention). All of the papers
cited go to considerable lengths to define what kind of counselling or cognitive work
or information provision is on offer to the experimental group, under what circum-
stances, how often and for how long. Nonetheless, if there were positive results and
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they failed to replicate (to be repeated in another precisely similar experiment) it
might be because of subtle but important differences in the different applications of
supposedly the same counselling or information provision, by different counsellors
or teachers, to subtly different populations.

We might go on to question some experimental programmes from another angle –
that is, their ethics. It is a perennial ethical problem of research into medical or psy-
chiatric treatments, for example, or into new and efficient ways of schooling, that the
efficacy of the treatment can best be demonstrated by applying it to some but with-
holding it from others. You will note that most of the five studies above do not with-
hold treatment or information from the control/comparison group but contrast one
form or duration of intervention with another. The ethical problems of research
which causes pain or distress to its subjects or informants, or in some way disad-
vantages them, are not confined to experimental research, though they tend to be
most obvious there. One may reasonably ask, for example, whether it is justified to
cause distress to people who have suffered in the past by opening up the areas of
their suffering and pursuing them in interview, simply ‘to pursue the truth’. External
examiners of academic courses frequently have to ask whether students who explore
areas such as AIDS or sexual abuse for their compulsory research dissertations have
legitimate access to the area already – for example, they are already doing coun-
selling in the area – or whether they are just trading on human misery in order to do
an exciting third-year project. The whole question of the use of people and their
experiences as ‘research fodder’ – the treatment of people as objects by researchers –
has been opened up in recent years by, for example, feminist theorists (see Mies,
1993). It is a question to which we shall return in Chapter 13.

Establishing Boundaries in Qualitative Studies
So far we have looked mostly at ‘quantitative’ studies: research which yields data in
the form of numbers to be analyzed by means of comparisons. The logic of compari-
son also has a large part to play, however, in ‘qualitative’ studies – ones where the data
are in the form of people’s words or the researcher’s descriptions of what he or she has
observed and experienced. For example, in the Abbott and Sapsford (1987b) study
which we considered above, if you describe the lives of mothers who have children
with learning difficulties you are necessarily at the same time describing mothers with
children; the two are inevitably confounded. It is only by having a group of mothers
whose children do not have learning difficulties that you can draw more specific
conclusions with any degree of validity. What the two groups have in common will be
what is true of ‘having children’, but the areas in which they differ will be aspects
specific to ‘having children with learning difficulties’. The presence of a comparison
group acts to draw a boundary around the conclusions, enabling the researcher to say
what is true of the larger group and what holds only for the target group.

This kind of use of a comparison group is a special case of a more general prin-
ciple of design, which we can illustrate best by means of a fictional example.
Suppose we had an interest in why girls tend not to go into science and mathematics
at school, except for biology, and to be over-represented in the arts and humanities.
We start by ‘exploring the field’ in a relatively unfocused way, watching and listen-
ing to classes, visiting homes, hanging around places where young people go in the
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evening, and so on. (Already we have used a form of sampling: sampling of the
range of contexts in which young people are active and learn and express their
ideas.) Gathering data, we progressively focus our original vague question down into
something more concrete and explorable. We find, let us say, that among working-
class girls it is difficult to say what puts them off the sciences and mathematics
because everything seems to push in the same direction: teachers, parents, friends
and boyfriends all seem to express surprise at or distaste for a girl becoming involved
in the sciences. Among middle-class girls, however, we might find that parents and
teachers are positively supportive of any interests they might have in the sciences.
Their friends, however, and particularly their male friends, seem to treat them as
something strange if they opt for the sciences. We have a tentative model of what is
going on, then: something in the ‘boy/girl culture’ is having the effect of making
some curriculum choices less attractive than others.

A first stage of drawing boundaries would be to sample classes which were very
similar to the ones we used initially – possibly other classes in the same school. If
the model fits them as well, then at least it has some generality; if it does not, then
there was something idiosyncratic about the particular classes with which we started.
Let us say that it does turn out to have some generality. We should then want to sample
more widely, to see how much generality it has. Does it hold for other classes in the
same city? Does it hold for other regions? Does it hold for other English-speaking
countries? Each of these comparisons is an attempt to see how widely the idea gen-
eralizes: to find the boundaries within which an idea is useful, or the conditions
under which a theory holds.

Finally, we might want to start testing particular ideas and assumptions by careful
sampling of unlikely milieux. Our tentative model is beginning to be cast in terms of
a Western English-speaking ‘culture of femininity’, let us say. Does it hold, there-
fore, in schools where the predominant ‘culture of femininity’ has a potentially dif-
ferent origin? We could test this by finding schools where the majority of students
are of Asian origin, say, and seeing whether the same model holds. Above all, our
model is about the interaction of the genders, so a very interesting ‘crucial case’
would be to see what goes on at single-sex schools. If the matter is determined simply
by school interaction, then the model should not be as useful in single-sex schools.
Suppose, however, that the girls who went in for science and mathematics were seen
differently even within single-sex schools. It could still be gender-related: there
could still be ‘masculine’ and ‘feminine’ stereotypes, with the cross-gender roles
taken by people of inappropriate gender in single-sex schools where those of the
appropriate gender are not available. In that case, we might expect wider stereo-
typing – that these people acquired inappropriate sex-linked stereotypes outside the
field of their academic choices as well. It might be that we were quite mistaken, and
gender is not the determining variable that we were inclined to think it was. It could
be that the influence of parents or boyfriends outside the school was greater than we
had supposed. Whatever the case, there would be further research to be done before
we came up with a satisfactory model of what was going on.

In other words, without a carefully constructed basis of comparison we are not able
to say precisely what it is that has been found out. We cannot say what is specific to girls
in schools without contrasting them with boys, nor whether it is specific to the mixing
of girls and boys in classes without contrasting mixed schools with single-sex ones. 
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CCoonncclluussiioonn

We can see that the act of comparison is a central logical device for estab-
lishing the validity of a line of argument within research. We use compar-
ison to say why a group is interesting, what about it is interesting, and by
how much it differs from expectation. 

Planned comparisons are a central element of research design: they are
what enables us to draw conclusions and to determine the range over
which our conclusions hold true. 

Unplanned or ad hoc comparisons in the course of a research pro-
gramme may also shape the initial idea into a firm conclusion and allow
it to be put forward as a finding, supported by evidence as well as argu-
ment. We know very little about anything except in comparison with
something else. In experimental and survey research another crucial issue
is validity of measurement – the extent to which what is measured and
analyzed does actually reflect what the researcher is seeking, and the extent
to which the reader can clearly tell that it does so.

In less structured research we do not have ‘variables’ to ‘measure’, but
it is still important that the circumstances of the data collection assure us
that the evidence which is brought forward is plausibly interpreted.

Comparison between groups may be equally as important here as in
more ‘quantitative’ research, in allowing us to establish boundaries for
the group about whom our conclusions are true.

KKeeyy  TTeerrmmss

CCoonnffoouunnddeedd  vvaarriiaabblleess//eelleemmeennttss aspects of the data which generally can-
not be separated even by statistical means (e.g. age and historical period in
which born, in a one-shot survey), or biological gender and experience of
having been socialized as a male or a female.

CCoonnttrrooll the imposition of structure on data in order to distinguish the
effects of different factors or variables.

– Design control: designing data-collection to ensure that no variables
are confounded (see above) – as in the experiment.

– Statistical control: distinguishing the effects of variables at the analy-
sis stage, as in most survey analysis.

CCoonnssttrruuccttiioonniissmm a view of the social world as a product of history and
developing structures, and of human behaviour as societally and histori-
cally more than biologically defined.

EExxppeerriimmeenntt a study in which precisely measured interventions are
applied to groups selected by the experimenter (randomly or by matching
characteristics) as identical at the start of the research, so that any mea-
sured outcomes can unambiguously be attributed to the intervention.

HHoolliissmm treating the research situation as a whole – the opposite of
reductionism (below).
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IInntteerraaccttiioonniissmm a view of the social world as a product of the interacting
meaning-systems, and actions of people and groups and of human behav-
iour as socially more than biologically defined.

LLoonnggiittuuddiinnaall  ((ccoohhoorrtt))  ssuurrvveeyy  ddeessiiggnnss ones which take measurements,
repeated over time, from the same people or units.

NNaattuurraalliissmm trying to disturb the natural situation as little as possible;
acknowledging that the research situation modifies the natural situation and
therefore trying to minimize the amount of imposed structure.

OOnnee--sshhoott  ssuurrvveeyyss surveys which collect data at one point of time only
(often involving retrospective measurement of what has occurred in the
past).

PPoossiittiivviissmm the view that social scientific research should follow the
principles and methods of the physical and biological sciences, that the
major problems are problems of measurement and that the researcher can
and should remain external to the research.

QQuuaassii--eexxppeerriimmeennttaall  aannaallyyssiiss analysis of survey data which tries to fol-
low the logic of experimental research (see above) but were collected
from naturally occurring rather than experimenter-selected groups.

RReedduuccttiioonniissmm identifying the logical elements of a situation or
process, for separate and uncontaminated study.

RReeggrreessssiioonn  ttoo  tthhee  mmeeaann if there is an underlying trend in figures, with
data-points varying randomly around it, and if you select a data-point
reasonably remote from the mean, then it is highly probable that the
next data-point will be closer to it.

TTiimmee--sseerriieess  ((ttrreenndd))  ssuurrvveeyy  ddeessiiggnnss studies which take repeated mea-
surements over time but draw a fresh sample each time.

VVaalliiddiittyy the extent to which the research conclusions can plausibly be
taken to represent a state of affairs in the wider world.

– Population validity: the extent to which a sample may be taken as repre-
senting or typical of the population from which it is drawn.

– Validity of measurement: the extent to which we are assured that the
measurements in the research do indeed represent what the
researcher says they represent and are not produced by the research
process itself.

FFuurrtthheerr  IInnttrroodduuccttoorryy  RReeaaddiinngg

Jupp, V. (1989) Methods of Criminological Research, London, Allen and Unwin (Chapter 2).
Sapsford, R.J. (1999) Survey Research, London, Sage (Chapters 1 and 2).
Sapsford, R.J. and Abbott, P.A. (1998) Research Method for Nurses and the Caring Professions, 2nd edn,

Buckingham, Open University Press (Chapter 1).

SSuummmmaarryy  AAccttiivviittyy::  PPrreeppaarriinngg  YYoouurr  RReesseeaarrcchh  PPrrooppoossaall

One of the key aims of this book is to develop the ability to read research reports
critically, in a way that facilitates the assessment of validity. A second aim is to
develop abilities in the production of research ideas and, more specifically,
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research proposals and strategies for examining such ideas (for example,
proposals for thesis/dissertation research). The aim is to be able to plan research
that will produce conclusions that other readers will find valid and credible. For
this reason, you will find an activity at the end of each chapter which relates to
the production of a research proposal. Each time the activity recurs it will provide
a set of questions or prompts relating to material in the chapter. Not all of these
questions will be relevant to your own proposed research, but they are all
worthy of being addressed – if only to rule them out after assuring yourself that
the issues have been addressed.

You add to your proposal as you progress through each chapter and as you
move from considering design issues through to data collection, data analysis
and the drawing of conclusions from such analysis. Cutting across these stages
are questions concerning the choice of quantitative as opposed to qualitative
data, the choice of primary data collection as opposed to secondary analysis,
and questions about the ethics and politics of your research. The first version of
the activity draws on material from this chapter and asks you to address ques-
tions such as ‘Who should I include in my design?’ (case selection), ‘What data
should I collect about them?’ (data collection) and ‘Over what period of time?’
(comparison over time).

1 This chapter has emphasized the importance of validity: that is, designing
research such that possible conclusions about the research problem can flow
logically from the evidence generated. Valid answers start with clear questions,
so what is the research problem or question at the centre of your proposed
research?

2 Given the aim of seeking to reach valid conclusions about the research prob-
lem, what form of research design (or combination of these) would seem
appropriate?

• one based on secondary analysis of data?
• survey-based research?
• naturalistic or qualitative research?
• quasi-experimental analysis?
• an experimental design?

3 With regard to case selection:

• what cases should be selected (individuals, groups of individuals, inter-
actions, social settings, etc.)?

• how should these be selected (at random, using volunteers, taking natu-
rally occurring groups, events or settings, etc.)?

• are the cases to be selected typical or even representative of the popu-
lation of individuals, groups or contexts about which you wish to draw
conclusions?

4 (a) In what ways does your case selection facilitate comparison between
individuals, groups or settings (for example, comparison of the
answers of different groups of individuals to the same questions, com-
parison of the behaviour of the same people in different settings, com-
parison of figures from different years, comparison of present
experience and remembered experience in the past, comparison of
documents produced by differently ‘situated’ sources)?
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(b) Are these comparisons appropriate to the research problem you are
addressing, and will they be able to yield valid conclusions about the
problem?

5 In what ways does your case selection allow comparison over time, and how
does this relate to the research problem in terms of, say, examining changes
in society (trend studies) or changes in individuals (cohort studies)? Is com-
parison over time at all relevant to your research question?

6 What measurements, if any, does your research problem require, and how
will these be collected (for example, at first hand or by accessing secondary
data)? Is it likely that the figures produced will be justifiable as measure-
ments of what we want them to measure (validity of measurement).
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2

Survey Sampling

William Schofield

This chapter is about the methods and problems of designing and under-
taking sample surveys. The contents are relevant to other quantified
research methods, however, since inferences about population values
from sample measurements will be at the heart of all of them. Even at the
simple level of a survey conducted on one occasion, possibly by question-
naire, or structured interview, or planned selective observation, inference
is involved. What is being inferred is a characteristic, or characteristics, of
the population, and this is inferred from the subset of measurements
obtained from the sample. Behind this process are mathematical models
and theorems which underpin the validity of the inferences so made.

Already in this introduction a number of technical terms have been
used, and you will probably be uncertain of their meaning. This is nothing
to be concerned about. A specialist topic such as sampling methodology
is bound to need a specialized terminology, and the first objective of the
sections that follow is to explain this terminology and to give examples.
The overall aims of the chapter can be summarized in two sentences:

1 It will introduce methods for obtaining representative samples of
appropriate size from a population, and for providing estimates of how
accurate statistics calculated from any such sample are likely to be.

2 It will present and discuss problems in applied survey sampling, for
example non-response, unreliable or invalid measurement, sample
loss, incomplete data, and ways of reducing the effect of these on the
final results.

SSaammpplliinngg

A sample is a set of elements selected in some way from a population. The aim of sam-
pling is to save time and effort, but also to obtain consistent and unbiased estimates of
the population status in terms of whatever is being researched. The important point to
note here is the very restricted meaning given to the term population in statistics, which
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is quite different from everyday usage. Thus, a population could be all the children in
some group of interest, perhaps all the children in one school, or all the children in a
specified age range in a certain district, or city, or in the UK overall. A population con-
sists of individuals, or elements, and these could be persons, or events, or cabbages, nuts
or bolts, cities, lakes, patients, hospitals or thunderstorms: anything at all of research
interest, including observations, judgements, abstract qualities, etc.

Usually, in survey research, we will be interested not just in the characteristics of
a sample, but in those of the population from which the sample has been drawn.
Descriptive statistics for a population are called population parameters to contrast
them with sample statistics. Usually, the aim of a research project is not exact mea-
surement of population parameters, such as is undertaken in a general census, but the
collection of sample data to be used both to calculate sample statistics and to esti-
mate how close these are to the unknown population parameters, i.e. to estimate the
extent of sampling error, a concept which will be explained fully in this chapter.
Thus, matters of interest in applied sampling include:

1 What methods are available and what are the advantages and disadvantages of
each of them, theoretically, in practical terms, and in terms of cost?

2 How close will statistics calculated from samples be to the unknown population
parameters?

3 How much will sample size influence this?
4 Which will be the most effective methods of drawing representative samples (that

is, minimizing sampling error as much as possible) and in which circumstances?
5 Given that a sample has been appropriately drawn, how can the effects of non-

response, or sample loss in any form, be estimated?

Researchers and statisticians have developed techniques for dealing with matters
such as these, and they have also developed a specialized terminology so that they
can be defined and discussed. The objective of the section is to introduce you to the
essential basics of this terminology.

Defining the Population to be Sampled
The first step in sampling is to define the population of interest clearly and accu-
rately. Such definition may seem obvious to a novice, but it is where survey design
can all too easily be defective. For example, the intended population might be house-
bound single parents of young children, but if these were found via the records of a
social or health service agency then a substantial bias might be introduced by the
exclusion of parents not using, or not known to, such agencies. A further obvious
example is using the telephone to contact respondents; this limits representativeness
to persons meeting selection criteria, but only if they also are available by telephone.
Such individuals might differ in very relevant ways from the intended population of
interest. Problems such as these can be avoided by defining a population as the total
collection of elements actually available for sampling, rather than in some more general
way. The words ‘group’ and ‘aggregate’ get close to what statisticians mean by a
population (Kendall, 1952). A useful discipline for the researcher, therefore, is to bear
firmly in mind precisely which elements were available in the intended population
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and which were not, and to use this information to limit the extent of the claims he
or she makes about the generalizability of the results.

Sampling Units
For the purposes of sampling, populations can be thought of as consisting of sam-
pling units. These are collections of elements which do not overlap and which
exhaust the entire population. For example, if the elements were fingers, and the
population all the fingers in the UK, then the sampling units could be geographical
regions, provided they covered the whole of the UK and did not overlap. Or the sam-
pling units could be families, or individual persons, or hands. If the elements were
persons over 60 who lived alone but who were currently receiving nursing care in
hospital immediately following major surgery, and the population were all such indi-
viduals in the UK, then the sampling units could be geographical regions, or hospi-
tals, but not cities, because these might not exhaust the population of interest.
Sampling cities might, for example, exclude individuals living in rural areas.

The Sampling Frame
When a survey is being set up, the sampling units are organized by the researcher
into a sampling frame. A sampling frame is whatever is being used to identify the
elements in each sampling unit. Remember that each sampling unit could contain
many elements, in the case of geographical regions, or just one, in the case of simple
random sampling from the voting register. Whatever the circumstances, the sampling
frame provides access to the individual elements of the population under study,
either via sampling units, or directly when these and the population elements are
identical (for example, where we are sampling people from a finite population and
we have a complete list of the names of the population).

The sampling frame could be anything at all provided that it exhausts the total
population. For example, it could be company employment records, or school class
lists, or hospital files, or the voting register. Such lists and records will always con-
tain mistakes, but they may be the only method of finding the sample elements so
that the population can be surveyed. The survey results, when they are available, will
give some information on the extent of inaccuracy of this sort, for example by pro-
viding a count of voters no longer resident at the address given in the register. It will
then be possible to see whether or not these inaccuracies are fairly evenly spread
across the sampling frame. It is possible that greater housing mobility will be more
typical of certain sample elements than others, leading to bias in the survey results.
(Incidentally, the term bias has a precise meaning in statistics. In this chapter it refers
to an effect on the sample data from anything that moves the value of a statistic cal-
culated from that sample (such as a mean) further from the true population value
than would have been the case if that effect were not present.)

Another and more invidious source of bias in sampling is faulty selection of the
sampling frame itself. In the real world of survey research, a sample is not really a
random set of elements drawn from those which define the population being
researched; researchers can only strive to make it as close to this as possible. In prac-
tice, a sample can only be a collection of elements from sampling units drawn from
a sampling frame, and if that sampling frame is not fully representative of the
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population to be described, then the sample will also be unrepresentative. For this
reason, great care should be taken in deciding just what sources will provide the
sampling frame for a survey before the frame is set up and the sample drawn.

It is important to understand that if a sampling frame is a biased representation of
the population to be studied, increasing sample size will not help – the bias will
remain. Even an up-to-date electoral register might not provide an accurate frame for
selecting a sample from the population of voters in an approaching election. This is
because it will include people who did not, in the event, vote, although they may
have intended to do so when surveyed, and these individuals might differ in relevant
ways from those who did vote. It will also include those who have moved away, or
died, and will not include those who have actively avoided registration for some
reason; for example, to avoid jury service or a local tax.

These points have been stressed because, until one is faced with the task of
accounting for an unexpected or even improbable result in survey research, locating
the elements of a population might seem to involve only the practical issues of gain-
ing access to records or lists. Clearly, there is much more to it than this.

SSeelleeccttiinngg  aa  SSaammppllee

Having identified the population to be researched, and arranged access to it via an
accurate sampling frame, the next step will be to decide how the sample itself is
to be selected. The objective will be to obtain estimates of population parameters,
and some methods will do this more accurately than others. The choice of method
will be a question of balancing accuracy against cost and feasibility. The methods
available fall into two main categories: probabilistic sampling and non-probabilistic
sampling. Probabilistic sampling includes simple random sampling, stratified random
sampling and, if selection is at least in part random, cluster sampling. The most
widely used method of non-probabilistic sampling is quota sampling.

Sampling will often be the only feasible method of obtaining data, quite apart
from questions of time and cost. But do not assume that extending a sample to
include all elements in a population (i.e. conducting a census) would necessarily
give better information. In some circumstances, a sample will be more accurate than
a census, as well as cheaper, quicker and less invasive of the community. Some
sources of discrepancy between the estimated (measured) and true population value,
which will hereafter be referred to as error, are more likely in a large-scale census
than in a small and tightly managed sampling survey.

AAccttiivviittyy  22..11  ((1100  mmiinnuutteess))

Write a brief account (100–120 words) of what you think might be greater prob-
lems for a census than for a sampling survey, assuming a fairly large, and
dispersed, population (as in the national census).

Answers to activities are given at the end of the chapter.
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Error is another word with a specialized meaning in sampling theory. It is not
synonymous with ‘mistake’, and does not mean ‘wrong’, although a mistake by an
interviewer or a wrong answer to a question would each contribute to error in a survey,
whether a sample survey or a census. In addition to this, for many things measured
there will be variation from many sources, including individual variation, and looking
at this from the perspective of a summary statistic such as the mean, this will also be
error.

In your answer to Activity 2.1 you probably mentioned some factors such as field-
work problems, interviewer-induced bias, the nature or insensitivity of the measur-
ing instrument or clerical problems in managing large amounts of data. Bias from
sources such as these will be present irrespective of whether a sample is drawn or a
census taken. For that reason it is known as non-sampling error. It will be present in
sample survey results, but will not be attributable to the sampling method itself. This
is an important distinction.

Error which is attributable to sampling, and which therefore is not present in
census-gathered information, is called sampling error. Since a sample has both kinds
of error, whereas a census only has the former, you might conclude that the advantage
really does rest with the census. The point from Activity 2.1 was, however, that the
scale of census-taking makes it difficult to reduce the risk of non-sampling error, and
that this can be easier to do in a well-planned sample survey. Also, as you will see
later, sampling error can be controlled (or at least the extent of it can be estimated,
which amounts to the same thing). Thus there are occasions when a survey could
produce less error overall than a full census.

As mentioned above, there are two basic methods of sampling: probability sam-
pling and non-probability sampling. The former includes simple random sampling,
stratified random sampling and some forms of cluster sampling. The latter, sometimes
called purposive, includes (at its most sophisticated) quota sampling and (at its least
sophisticated) what is sometimes called ‘opportunity’ sampling: the simple expedient
of using as a sample whoever is available and willing (e.g. a ‘captive’ school class).
A practical approach to each of these will be given in the following paragraphs.

Probability samples have considerable advantages over all other forms of sam-
pling. All samples will differ to some extent from the population parameters, i.e. they
will be subject to sampling error. Thus, suppose we sampled 100 children, and the
average height of the 100 children was 1.2 metres. If the average for all the children
in the population from which the sample was drawn was 1.1 metres, then the error
attributable to drawing the sample rather than measuring the whole population
would be 0.1 metres. For probability samples, very accurate estimates can be given
of the likely range of this error, even though the population value will obviously not
be known. This involves a fundamental statistical process, the randomization of error
variation. Because randomization is missing from non-probabilistic methods, they
have no such advantage. Just what this means will be explained in the next section
(on simple random sampling).

Simple Random Sampling
The fundamental method of probability sampling is simple random sampling.
Random sampling means that every element in the population of interest has an equal
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and independent chance of being chosen. Here the word ‘independent’ means that the
selection of any one element in no way influences the selection of any other. ‘Simple’
does not mean that random sampling is easier to carry out than other methods, but that
steps are taken to ensure that nothing influences selection each time a choice is made,
other than chance. In theory, this requires selection with replacement – any element
sampled should be replaced in the sampling frame so that it has a chance of being
chosen again – or else the probability of being selected would change each time an
element was removed from the sampling frame and placed in the sample. In practice,
however, samples in survey research will generally be comparatively small in contrast
with the number of elements potentially available for sampling, and the effect of non-
replacement will be trivial and need not concern us further.

Beginner researchers sometimes think that if they do nothing, but simply take
what comes along, then this will somehow amount to ‘chance’ or ‘random’ selection.
However, setting the probability of selecting elements from a population cannot be
left to chance. ‘Random’, in sampling, does not mean ‘haphazard’ or following no
thought-out plan in obtaining sampling elements. Possibly even worse than the
beginner who does nothing is the experienced scientist who thinks he or she can
select randomly, near enough. There is much literature showing that this is not the
case. Even for something as simple as selecting wheat plants from a field for the
study of growth characteristics, experienced researchers trying to choose randomly
have been shown to introduce strong biases. For samples taken when the plants are
young there tends to be over-selection of those that are tallest, whereas a month later,
when the ears have formed, there is a strong bias towards middle-sized, sturdier
plants (Yates, 1935).

Simple random sampling might not be at all simple to achieve, depending on
circumstances. For example, it might be very difficult to achieve a random sample
of serving seamen in the merchant navy, even if an accurate sampling frame could
be compiled. Random sampling does not just mean stopping individuals in the street.
Which individuals? Which street? Obviously, there would be a risk of stopping only
individuals who looked as if they would be helpful. Or of choosing a well-lit, safe
street. The flow of passers-by might be influenced by some biasing event: a store
sale, an office or bureau somewhere in the not too immediate vicinity, etc.

Random sampling is similar to tossing a coin, throwing a dice or drawing names
from a hat, and in some circumstances procedures such as these might be adequate,
but usually random number tables or computerized random number generators will
be used. The first step is to number in order the individual elements in the population,
as listed in the sampling frame. Sometimes this numbering will already be present,
or will be implied. If tables are to be used, the next step is to enter them at some ran-
dom place; for example, by dropping a small item on to the page and selecting the
number nearest to it. This then provides the first random number. From this start the
required set of random numbers is achieved by stepping forwards or backwards or
sideways through the tables in any systematic way. Until recently, statistical texts
usually contained tables of random numbers, but nowadays most researchers use
readily available computer programs.

Many surveys will not have used true random sampling, but something called
systematic sampling. If, for example, you have a list of 100 names from which to
sample 10, an easy way to obtain a sample is to start from a randomly chosen point
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on the list and take every tenth item (treating the list as circular and starting again at
the beginning when the end is reached). The great advantage of systematic sampling
over simple random sampling is that it is easier to perform and thus provides more
information per unit cost than does simple random sampling. Also, because it is
simpler, fieldworkers are less likely to make selection errors. For example, construct-
ing a simple random sample of shoppers leaving a certain supermarket might be very
difficult to achieve in practice, but selecting one at random, and then subsequently
stopping every twentieth shopper, would be less so. A systematic sample is more
evenly spread across a population than a simple random sample, and in some cir-
cumstances this could be advantageous, for example in monitoring items on a pro-
duction line, or for choosing a sample of accounts for detailed auditing. Mostly,
systematic sampling will be adequate as a form of random sampling, but only to the
extent to which there is no ‘pattern’ in the sampling frame and the placing of any
item in it really is independent of the placing of other items. This is by no means
always the case. If we were using the Electoral Register, for example, we would
expect the members of each household to be listed together and, as there are seldom
as many as 10 people in a household, the selection of a given household member
would guarantee the exclusion of all other household members if we were to take
every tenth name. Worse, systematic sampling can occasionally introduce a system-
atic bias: for example, if the names in a school class were listed systematically as
‘boy, girl, boy, girl …’ and we sampled every second name, we should obtain a sam-
ple made up of a single gender from a class made up of both genders in equal pro-
portions. When such risks are known, they can be avoided by choosing a suitable
sampling interval; or, after a set number of elements has been sampled, a fresh random
start can be made.

Stratified Random Sampling
One problem with simple random sampling is that sample size may need to be dis-
proportionately large to ensure that all subgroups (or strata) in the population are
adequately represented. For example, a researcher who intends surveying the atti-
tudes of school leavers to further training might see age at leaving school as impor-
tant. A simple random sample would need to be large enough to remove the risk of
inadequate representation of the ages of leaving with least frequency in the population.
This could be avoided by dividing the population into age strata, and randomly
sampling from each of these. The objective would be adequate representation at
reduced cost.

To draw a stratified random sample, the elements of a population are divided into
non-overlapping groups – strata. Simple random samples are drawn from each of
these, and together they form the total sample. If the proportion of the sample
taken from each stratum is the same as in the population, then the procedure is
called proportionate stratified random sampling, and the total sample will match
the population. In some cases, however, this might result in small strata of interest
not being represented adequately in the final sample. This can be avoided by
increasing sample size in all such strata, but not for other strata, and still with ran-
dom selection. The result would be disproportionate stratified random sampling.
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Here the sample will not match the population, but it will differ from it in known
ways which can be corrected arithmetically. (An unbiased estimator of the popu-
lation mean will be a weighted average of the sample means for the strata; that is,
the contribution of each subset of data to the population estimates will be in
proportion to its size. Estimates of variance and of sampling error can also be
weighted.)

You may well wonder: why not always stratify, and thus reduce cost? One prob-
lem is that stratification is not always a simple matter. In any reasonably sized
survey, a number of variables will be possible candidates to govern stratification.
Deciding which can be no easy matter. Decisions which seem clear cut when the
sample is being selected are sometimes reassessed as unfortunate when the survey
results are interpreted.

Further, although the purpose of stratification is to increase precision by reducing
sampling error without increasing cost, it can, in some circumstances, lead to less
precision than simple random sampling. For example, in a national educational sur-
vey, stratification could be made in terms of education authorities, on the grounds
that these vary greatly in size and character, and also for administrative convenience,
but there could be other units unequally distributed within authorities, such as type
of school district or level of institution, with greater variability than between author-
ities. Unfortunately, this might remain unknown until the survey results are ana-
lyzed, when it would become clear that a simple random sample of the same size
would have provided better population estimates.

Even so, for many surveys, an advantage is seen for stratification, and it is possi-
bly the most popular procedure in survey research. Money is saved by reduction in
sample size for the required degree of statistical precision. Fieldwork costs, such as
time, travel, interviewer and administration fees, and the printing and processing of
questionnaires, are reduced.

Table 2.1 illustrates proportionate and disproportionate random sampling from a
population of 6,000 school leavers in a provincial city. The objective of the survey
was to find what proportion of the school leavers were in full-time education or
employment 18 months after leaving school. The researchers were asked to provide
a breakdown of the findings by sex and any other factor found to be relevant when
the sample data were analyzed. For the purpose of the example, it will be assumed
that sample size was limited to 400.

AAccttiivviittyy  22..22  ((aallllooww  3300  mmiinnuutteess))

The columns in Table 2.1 for proportionate and disproportionate sample size for
the separate strata have been left blank. Calculate and enter on the table the
missing figures. Before reading further, make a note of which method of sam-
pling you think ought to have been used on this occasion and, very briefly, why.
Check your calculations against the completed table given at the end of this
chapter.
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The decision as to whether proportionate or disproportionate stratified random sam-
pling should be used in this case cannot be made on statistical grounds. If the overall
population parameters are the main interest then proportionate sampling will give the
best estimates of these. But is this likely to be the case? A breakdown by sex has been
requested and, assuming that the school leavers are about half female and half male,
the oldest leavers will be represented by about 44 boys and 44 girls. Considering that
the researcher will break these down into those who are employed, unemployed, or in
further education, then group size will be getting very small. And what about other
groups of potential interest, such as race, or new immigrant categories: is it likely that
the client will want information on sex differences within these as well?

When making decisions on sampling, the researcher will have to balance these
various potential needs, and there will have to be compromise. In general, if there is
a risk that subgroups of interest will be insufficiently represented in some strata of
the sample, then sample size will need to be increased, and the cost of this will be
less if the increase is made only in the strata where it is thought to be needed. This
could then compromise some other aspect of the findings, by reducing sample size
in other strata if the same total sample size needs to be maintained, and mostly there
will be no completely satisfactory answer to problems of this kind in practice.

For the present example the preferred method would be simple random sampling,
with a sample size big enough to provide adequate numbers in the smallest groups
of interest. As an adequate size for the smallest subgroup could mean 40 or more
children, this would be unrealistic. Consequently, disproportionate random sampling
would be used. This would cost more per element sampled because of the need to
include age strata as a sampling criterion, but overall it would be cheaper because
fewer elements would be required. In the full sample, however, there would be over-
representation of minority groups and the sample would not accurately reflect
population characteristics, although this could be taken into account in calculating
and interpreting statistics.

Cluster Sampling
Cluster sampling improves on stratified random sampling by further reducing costs,
but with a risk of increasing sampling error. A cluster sample is a probability sample

Design issues34

Table 2.1 Proportionate and disproportionate stratified random sampling from 6,000
school leavers

% of Proportionate Disproportionate
School total
leaving Population in each Sample Sampling Sample Sampling
age size stratum size fraction size fraction

16 2,730 45.5 182 1/15 134 1/20
17 1,950 32.5 130 1/15 134 1/15
18+ 1,320 22.0 88 1/15 134 1/10

Total 6,000 100.0 400 1/15 402 1/15

aThe denominators for the disproportionate sampling fractions have been rounded to give whole numbers.
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in which the elements are all the members of randomly selected sampling units, each
of which is a collection or cluster of elements from the population sampled. Cluster
sampling is advantageous when a sampling frame listing population elements is not
available, or is not easily obtained, or is likely to be very inaccurate, and also when
the cost of conducting the survey will be unduly increased by the distance separat-
ing the elements. This distance is usually in the geographical sense, but it could also
be in time; for example, when supermarket customers, or people brought into a
police station or casualty clinic, are sampled at designated time periods during a
week. For a genuine probability sample, both the time periods, or any other form of
cluster, and the individuals surveyed should be chosen at random. Simply accepting
all the individuals who turn up or pass by at some specified time or times until the
required number has been obtained would not constitute cluster sampling, which is
a probability method. Cluster sampling can be proportionate or disproportionate, as
described above for stratified random sampling. Further, in many contexts there will
be another level of selection within clusters, either by random selection or by addi-
tional clustering.

In a study of teacher/parent relationships within one large local education author-
ity, interest centred on the final two years of infant education and the first two years
of junior school. This is an age range when there is an emphasis on learning to read,
and on improving reading skill and vocabulary. Some infant and junior classes were
within one school, under one headteacher, but in other cases infant and junior
schools were separately housed and administered, although intake at the junior
school was always from its related infant school. Further, the schools were of dif-
ferent sizes, ranging from one to three parallel classes.

For sampling purposes, children attending school in the authority in the four
relevant school years were the population, and clustering was in non-overlapping
blocks of all classes within the two infant and two junior years at the same school or
schools related by intake. The survey was, in fact, to be conducted four times, at
yearly intervals, so that children in the first infant year at the beginning of the study
could be followed in subsequent years and compared with parallel previous and
future year groups, both within and between schools. The study thus matched a
design described in Chapter 1, but it is important to understand that the sampling
plan for a repeated (longitudinal) survey, or for an intervention project, could be
basically the same as for a once-only survey.

For the purpose of this example, assume that six of these clusters were chosen at
random for the survey. This would give clusters containing disproportionate num-
bers of classes, i.e. ranging from a total of four to 12 depending on school size.
A random sample of children could have been chosen from each of these clusters or,
if intact classes were required, one class could have been chosen by lottery from
each school year within each cluster.

As mentioned above, cluster sampling is cheaper than other methods because the
cost of data collection can be greatly reduced. In the example, a sample size of
between 600 and 700 children would be expected in the first year. Clearly, inter-
viewing or testing would have been more time-consuming and costly if these had
been randomly selected from all the authority’s schools, instead of being concen-
trated in just a few. The task of following and individually testing these children as
they progressed across the four school years would also have been considerable.

Survey sampling 35

02-Sapsford -3330-02.qxd  11/16/2005  3:07 PM  Page 35



In this hypothetical research (modified from Tizard et al., 1982), there would be
the risk that the clusters had unfortunately fallen by chance on a small group of
schools that were unrepresentative, either totally or to some significant extent, of the
other schools under the authority’s care. There is no way that this risk could be ruled
out without taking into account information from outside the survey findings, since
these would only include material on the selected schools. Clearly, any such infor-
mation could be taken into account in the first place and used to formulate selection
criteria. These criteria could then be used to select clusters larger than needed and
from which random selection could take place. Sometimes cluster samples are non-
probability samples at every level, except that if there are treatment and control
groups then these are allocated to those conditions randomly. It is essential that this
one element of randomization is preserved, and even then the sampling is not strictly
cluster sampling but is of the non-probabilistic, opportunity variety.

Sometimes cluster sampling is the only option realistically available – for exam-
ple, for surveying the unemployed and homeless, when compilation of a sampling
frame would in practice be impossible or in cases where lists of the elements in a
population may exist, but are unavailable to the survey researcher or are known to be
unredeemably defective.

Much policy-related survey research is undertaken in developing countries and
can influence the funding policy of aid agencies. Sample findings which did not gen-
eralize to the population in need of aid could have disastrous consequences, yet ran-
dom or stratified sampling from population lists is not likely to be possible. Cluster
sampling will usually include at least some element of randomization which, in con-
trast with a totally haphazard method, will permit qualified estimates of the extent of
sampling error. Common sense and professional judgement are likely to be needed
even more than usual when evaluating research results in such circumstances.

Quota Sampling
In the most widely used method of non-probability sampling, the population is split
up into non-overlapping subgroups, as for stratified sampling. Quotas of the desired
number of sample cases are then calculated proportionally to the number of elements
in these subgroups. These quotas are then divided up among the interviewers, who
simply set out to find individuals who fit the required quota criteria. They continue
doing this until they have filled their quota. A given interviewer, for example, might
have to find five middle-class and five working-class women over the age of 30, with
no other control over who these people are or how they are located, as long as they
fill the criteria. This method is called quota sampling.

One reason for using quota samples is, again, to reduce costs, but another is that
this method seems to have intuitive appeal to some survey practitioners. For exam-
ple, quota sampling is widely used in market research. Thus, if a population is
known to have 60 per cent females and 40 per cent males, it might require a com-
paratively large sample to reflect this proportion exactly. It might, however, seem
important to the researcher that it should be so reflected, whatever the sample size.
This can be achieved, for the present example even in a sample of 10, by selecting
quotas of six females and four males.

The major problem with quota sampling is that attempts to deal with one known
source of bias may well make matters worse for others not known, or at least not
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known until after the data have been collected and it is too late. Further, as there is
no element of randomization, the extent of sampling error cannot be estimated. For
example, in an Open University research methods course, students undertook a
research project on class attitudes in the UK. A questionnaire designed and piloted
by the course team was administered by each student to a small group of respon-
dents. The student then collated the data for her or his small sub-sample, and sent
them off to the university to be merged with the data from all other students. For
1991, this produced a national sample of well over 900 respondents, as did the pre-
ceding year. Questions were included on class consciousness, class awareness, and
aspects of class structure. There were questions intended to identify class stereo-
types, and questions seeking biographical information on such matters as sex, age,
educational attainment, housing and previous voting behaviour. The intended popu-
lation was all adults in the UK.

AAccttiivviittyy  22..33  ((55  mmiinnuutteess))

Write a very brief note saying which sampling method would, in an ideal world,
have been best for this study, and what the main advantage of this would be.

In fact, the method chosen, for practical reasons, was quota sampling. Each
student was asked to collect data from four respondents in an interlocking quota
design, which took into account three criteria: social class, sex and age. This design
is shown in Table 2.2. Thus, a student with an even OU student number (right-hand
side of the table) found one respondent for each of the following categories:

• male/working class/18–34 years
• male/middle class/35+ years
• female/middle class/18–34 years
• female/working class/35+ years

As you can see from Table 2.2, a student with an odd student number also chose four
respondents, but with the position of the social class categories reversed.

When the course was being developed, a pilot study was undertaken using this
quota design. The results revealed what appeared to be a strong bias in the sample.
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Table 2.2 Interlocking quota sampling design for a survey project

Odd student number Even student number

Sex 18–34 35+ 18–34 35+

Male Middle Working Working Middle
Female Working Middle Middle Working

Social classes ABCI on the Social Grading Schema are shown as ‘middle’, and social classes C2DE as
‘working’.
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For example, there was an unexpectedly high number of respondents in social class
A or B who appeared to have ‘left-wing’ attitudes. Further, the pilot study did not
find some of the differences between the social classes expected from other research.
The pilot interviewers had correctly followed the quota procedure but had selected
middle-class individuals who were not representative of the national population. The
same may well have applied to the selection of working-class respondents. It is easy
to think of many possible sources of bias when respondents are selected by inter-
viewers solely to fill sampling quotas.

Although the bias in the pilot study was noted when the results were analyzed, it was
decided that in a large sample collected by OU students across all parts of the UK there
would be no such problem. In the event, as the years went by, successive waves of
students collected and analyzed the pooled data, both regionally and nationally.
Invariably it was found that, although students had selected individuals to fill their
quotas according to the set criteria, the working-class individuals sampled by OU students
differed in material ways from what was expected for that social class in the population at
large, and the same was true for the middle-class component of the sample. Random sam-
pling, if it had been possible, would have avoided this persistent and pervasive selection
bias, whereas increasing sample size did not. In general, selection bias will never be over-
come by increasing sample size, which will merely inflate costs to no avail.

Other non-probability methods – such as ‘opportunity’ sampling, the simple expe-
dient of including as subjects whoever happens to be available from the population
of interest – have already been mentioned. These methods, or lack of methods, are
sometimes referred to as ‘haphazard’ sampling, but the term ‘opportunity’ is pre-
ferred because it implies usually what is the case; that is, the necessity of accepting
whatever is available, with no realistic alternative. Thus, in a study of new admis-
sions of the elderly to institutional care, the sample might be all admissions until
adequate sample size has been achieved at the only institution, or institutions, avail-
able to the researcher.

Alternatively, data collection could be continued until certain predetermined
quotas were achieved. For example, a quota could be set for the minimum number
of persons diagnosed as suffering from senile dementia. Note that this differs from reg-
ular quota sampling, where there is an element of choice in that the fieldworker
selects individuals to fill the quotas. It also is not sequential sampling, which is a
method assuming both independence and random selection, but in which sample size
is not predetermined. Instead, random sampling continues sequentially until a pre-
established criterion has been met; for example, that the sample includes 30 indi-
viduals diagnosed as having senile dementia. The purpose of sequential sampling is
to find out what sample size will be needed to reach the set criterion.

EEssttiimmaattiioonn  ooff  PPooppuullaattiioonn  PPaarraammeetteerrss

To follow this section you need to understand in principle the main measure of cen-
tral tendency – the mean – and measures of dispersion such as the variance and stan-
dard deviation. You will also need to understand how probability can be defined as
relative frequency of occurrence, and that it can be represented by the area under a
curve – by a frequency distribution.
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Means, Variance and Standard Deviations
Figure 2.1 is a histogram showing the heights of a sample of 1,052 mothers. The cen-
tral column of this histogram tells us that about 180 mothers in the sample were
between 62 and 63 inches high. From the column furthest to the right we can see that
almost none was over 70 inches high. Histograms are simple graphical devices for
showing frequency of occurrence.

Figure 2.2 (see p. 40) shows another way of representing this same information –
this time by a continuous curve – but the histogram has been left in so that you can
see that the curve does fit, and that either method provides a graphical representa-
tion of the same information. Mothers’ heights are a continuous measure, and in a
way the curve seems more appropriate than the histogram. But the histogram makes it
clear that what is represented by the area within the figure, or under the curve, is fre-
quency of occurrence. Thus the greatest frequency – the most common height for the
mothers – is the 62–63 inch interval. Reading from the curve, we can more accu-
rately place this at 62.5 inches. Check this for yourself.

Now look at Figure 2.3 (see p. 41). Here only the curve is shown, together with the
scale on the axis, plus some additional scales and markings. Take your time, and study
these carefully. Note first of all that the total area under the curve from its left extreme
to its right extreme represents the variation in height of all 1,052 mothers. It is impor-
tant to understand the idea of the area representing, in the sense of being proportional
to, the variation in the mothers’ heights. Some other matters need revision before the
additional scales shown on Figure 2.3 are explained, and we will also, for the
moment, defer explanation of the areas on the figure marked off as 68 per cent and
95 per cent of the total area under the curve.
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The mean is simply the total height of all mothers, added up and divided by the num-
ber of mothers, i.e. the arithmetical average. The mean is at the centre of the distribution
shown in Figure 2.3. Half of the mothers’ heights (50 per cent or 0.5 as a proportion) are
above the mean and half are below it. The standard deviation is also an average, but not
an average representing where the centre of the distribution is but how it is spread out,
i.e. an average of the dispersion. The standard deviation of a population is found by cal-
culating the mean; finding the difference between each value and the mean; squaring
each of the differences (deviations) so obtained; adding them all up; dividing by the num-
ber of values averaged; and finding the square root of the final answer to get back to the
original scale of measurement. If you read through the preceding sentence quickly it
might seem complicated, and standard deviations may remain a mystery. If you are still
unsure on this idea of averaging the dispersion then re-read slowly, and perhaps use a
pencil to re-express the procedures described in your own words.

AAccttiivviittyy  22..44  ((1155  mmiinnuutteess))

Better still, using only the information given in the preceding two paragraphs,
calculate the mean and the standard deviation of the following numbers:

(1, 2, 3, 4, 5)

and also for

(1, 1, 0, 1, 12)
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Compare the two means and the two standard deviations, and make a note of
any way in which they are similar, or different. Check your results against those
given at the end of the chapter.

In the preceding paragraphs, to provide a clear account of what the mean and the
standard deviation (s.d.) represent, it has been assumed that the simple set of numbers

(1, 2, 3, 4, 5)

form a complete population. If, however, they represent a sample from a population,
then an adjustment would be needed to allow for the fact that the standard deviation
is a biased estimator of the population standard deviation. It does seem intuitively
obvious that the dispersion in samples drawn from a population must on average be
less than the dispersion in the total population. Also, the smaller a sample is, the
greater the comparative effect of this bias will be. For that reason, when the s.d. of a
sample is calculated, rather than that of a population, the divisor in forming the average
of the squared deviations from the mean is not the sample size n, but n−l (This
adjustment will have greater effect on small samples than on large ones).
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Figure 2.3 Mothers’ heights expressed in deviation and z-score units
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Now, to return to Figure 2.3: the point about this curve is that it follows a well-known
mathematical model, the normal distribution, and is completely described by its
mean and standard deviation. Once you know the mean and s.d. of any normally dis-
tributed variable, then you can say precisely what shape the distribution will be, and
whereabouts within this shape any particular value will fall. This will be a statement
about probability of occurrence.

Thus, if you had the height of just one mother there would be a 100 per cent (near
enough) probability that it would fall somewhere under the curve shown. There would
be a high probability that its actual value would be somewhere between 1 s.d. above
and 1 s.d. below the mean, since 68 per cent of the area of the curve in any normal
distribution is in this range. There would be a low probability of it being greater than
2 s.d. above the mean, because less than 2.5 per cent of the area under the curve is
that far above the mean. You can see this in Figure 2.3, where the proportions of area
within the ranges of 1 and 2 s.d. above and below the mean are shown.

Before moving on, let us consider one further example. Suppose the mean IQ of a
sample is 100 and the s.d. is 15. Then, one individual with an IQ of 145 would be 3
s.d. above the mean. This person’s IQ would be located at the extreme right-hand side
of the curve. This far out the area under the curve is a very small proportion of the total
area. Finding an IQ this high in a sample with mean 100 and s.d. 15 is a rare event. The
probability for the occurrence of this event is very low, and can be calculated precisely.

Finally, Figure 2.3 includes two new scales drawn beneath the horizontal axis. The
first simply replaces each value by its deviation from the mean. These are deviation
scores. If you summed them, they would add to zero. They are expressed in inches,
as that is the scale of the variable represented, i.e. height. Negative values give inches
below the mean; positive values are inches above the mean. Do not read on until you
have looked back at Figure 2.3 to check the deviation score scale.

Below the deviation scores is a further scale for the horizontal axis. This is marked
out in z-scores. These have been obtained by dividing each deviation score on the
line above by the standard deviation, i.e. the deviations from the mean are no longer
expressed in inches, but in standard deviation units.

The crucial point to grasp is that, whatever units are used on the horizontal axis,
the frequency distribution above the axis remains unchanged. All we have is three
different ways of representing the same thing. These are mothers’ height in inches,
mothers’ height in deviation scores, and mothers’ height in z-scores (sometimes
called standard scores). You can read from these scales that the average mother is
62.5 inches tall, or that her height as a deviation from the mean is zero, or that her
height on a scale of standard deviations from the mean is zero.

These three different scales for reporting mothers’ height go beyond just a matter
of convenience, such as changing from inches to centimetres. To say that a mother
is 62.5 inches high tells us just that. But to say that a mother’s height expressed as a
z-score is 0 tells us that in this sample the mother is precisely of average height.
A mother with a height of +2.5 on this scale is a very tall woman, and we could say
what the probability would be of finding someone that tall by working out what pro-
portion of the total area under the curve is 2.5 s.d. above the mean. Similarly, a
mother with a z-score of −2.5 would have a low probability of occurrence. In prac-
tice, we will not need to calculate these probabilities because they will be the same
for any normal curve and can be found in a table in most statistics textbooks. This is
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an advantageous characteristic of z-scores, not present when the measurements were
expressed in the original scale of inches. Another advantage of z-scores is that they
provide a common scale for measurements initially made on different scales.

To conclude, consider that Figure 2.3 represents a random sample drawn from all
mothers in the UK early in this century. We have calculated the sample mean, and by
using the standard deviation and a mathematical model – the normal distribution – we
have found a method of calculating the probability for the occurrence of any individual
data item in that sample, which at the same time provides a common scale of measure-
ment for any normally distributed variable, i.e. standard deviation units, or z-scores.

How Sample Means are Distributed
In the previous sub-section a method was developed for calculating the probability for
the occurrence of any individual data item in a sample for which the mean and the s.d.
were known. This involved the simple expedient of re-expressing the scale of mea-
surement as one of z-scores. We have seen what z-scores are in s.d. units. A z-score
of +1.96 is 1.96 standard deviation units above the mean. A z-score of −1.96 is 1.96
standard deviation units below the mean. For any normal distribution these values
mark off the lower and upper 2.5 per cent of the area under the curve. Thus, a value
which is outside the range of ± 1.96 s.d. from the mean has a probability of occurring
less than five times in every 100 trials. This is usually written as P < 0.05.

The important point to keep in mind for the remainder of this section is that we
will no longer be considering individual items of data, from which one mean value
is to be calculated, but just mean values themselves. We are concerned with mean
values because we want to know how confident we can be that they are accurate
estimates of population parameters.

Can we use the method of the previous sub-section for finding the probability, not
of encountering one individual data element of a particular value – one woman 62.5
inches high – but for finding the probability for the occurrence of a sample mean of
that, or any other, size? Well, obviously, what would be needed to do this is not a fre-
quency distribution of data values, but a frequency distribution of sample means.
Using a statistical package called Minitab, I have generated just such a distribution
(Minitab, 1985). I have used a random number generator to draw 100 samples, each
with n = 1,052, from a population with the same mean and standard deviation as
shown in Figure 2.1, i.e. mean = 62.49 and s.d. = 2.435. This is as if I had measured
the heights of 105,200 mothers, 1,052 at a time. Just one of these samples is illus-
trated in Figure 2.4. It has a mean of 62.49 and the s.d. is 2.45. Both are close to the
population values. A histogram including this mean and means for the other 99 sam-
ples can be seen in Figure 2.5 with the horizontal scale (inches) the same as for
Figure 2.4, but with the vertical scale (frequency) reduced so that the columns fit on
the page.

The mean of the means given in Figure 2.5 is 62.498, much the same as for the
full sample, but the s.d. is dramatically reduced to only 0.074. Clearly, a distribution
of sample means is more closely grouped around the central value than is a distrib-
ution of data values. So that you can see that within this narrower range the individ-
ual means do follow a normal distribution, Figure 2.5 has been redrawn as Figure 2.6,
with more bars. Note that the range of mean values in Figure 2.6 is from a minimum
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of 62.25 to a maximum of 62.75, in contrast to the sample data in Figure 2.4, where
it is from 55 to 70: a range of less than 1 inch, compared to a range of 15 inches.

Armed with the information in Figure 2.6, we can now put a probability on differ-
ent means, i.e. determine their relative frequency. We can see, for example, that a
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mean of 62.75 is in the top extreme of the distribution. This mean would have a
z-score of +3.62, and from statistical tables I have found that the probability of obtain-
ing a z-score with this value is only P < 0.0001, i.e. only 1 in 10,000. A sample from
the present population with this mean would indeed be an exceptionally rare event.

This is all very well, but if a researcher has undertaken a sample survey, and has
calculated a mean value for a variable of interest, what would be the good of know-
ing that if many more samples were randomly selected and a mean calculated for each
of them to give a distribution of sample means, then probabilities could be calculated?
Fortunately, these are just the kinds of problems where statisticians have come to the
aid of researchers and have provided a simple but accurate method of estimating from
just one sample of data – provided that it has been randomly sampled – what the stan-
dard deviation (which we will refer to as standard error, s.e., which is represented
here by a capital S) would be for a distribution of sample means from the same pop-
ulation. The formula for doing this, together with an example of the calculations, is:

s.e. = s.d./√n 

i.e.

Smean = s/√n

where s is standard deviation and n is sample size. We can make these calculations
for the data given in Figure 2.4 where the mean is 62.49 and the s.d. is 2.45:

Smean = 2.45/√(1,052)
= 2.45/32.4346
= 0.076
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I hope you will be amazed at just how simple this procedure is. The standard
deviation which we have just calculated is given the special name of standard error
because it is used to estimate the sampling error associated with one specific sample
mean. The standard error of a mean is an estimate of the standard deviation of the
distribution of sample means.

Now, since the standard error is the standard deviation of a distribution of sample
means and these are normally distributed, then 95 per cent of the values in that dis-
tribution are within the range of ± 1.96 standard deviations from the mean, i.e.
approximately ± 2 s.d. from the mean. In the present example that gives a range from
approximately 0.15 below to 0.15 above the mean (2 × 0.076), i.e. from 62.34 to
62.64, from our one sample. We can be 95 per cent confident that the true popula-
tion mean will be somewhere within this range. Notice how close the value we have
just calculated by weighting the s.d. of one sample by the square root of the sample
size, i.e. 0.076, is to the true s.d. of the distribution of sample means, which we do
have in this case, i.e. 0.074.

Often, survey findings are expressed not as mean values, but as proportions or
percentages. For example, a finding might be that 36 per cent of all households
use Brand X to wash the dishes. Assuming that this assertion is based on a sample
survey for which 1,000 households were sampled, what would the likely margin of
error be? Provided sampling was by a probability method – for example, simple ran-
dom sampling – then an unbiased standard error of a proportion can be calculated.
It will not, however, be pursued here. The theory behind calculating descriptive
statistics and standard errors for proportions is harder to follow than is the case for
means. This is because it involves using what is known as the binomial distribution.
Every sample statistic – the mean, median, mode, the standard deviation itself, a total
or a proportion – has a standard error which can be estimated from just one random
sample when it is needed. As we have seen, knowledge of standard error enables
statements about probabilities. For example, comparing how far apart two means are
in terms of standard errors provides a test of whether the two means differ by more
than chance.

Formerly a lot of time could be spent learning formulae and calculating confi-
dence limits and significance levels using standard errors. However, in research,
calculations are now done by computer. Thus the details of statistical formulae are
not important to survey researchers. What is important is that the method being
used and its assumptions are fully understood. In this case you need to understand
thoroughly what is meant by a distribution of sample means, and how the standard
deviation of this distribution can be estimated from one sample. Further, you need
to understand the use to which this s.d. is put in its role as standard error of just one
sample mean.

A final important point should be mentioned, although space does not permit it to
be developed in any way. Very often in social and behavioural science, data distrib-
utions do not look at all normal, and it might seem that procedures which assume a
normal distribution cannot be used. However, first, various things can be done about
this, including transformation of the scale to one which is normal for the measure
concerned. Secondly, the relevant mathematical models require that the underlying
variable which is being measured is normally distributed, and it is to be expected that
individual samples (especially small samples) will look rather different. Thirdly,
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and this is the most fortunate point of all, even if the population distribution is far
from normal, as sample size increases the distribution of sample means from that
population will move closer and closer to the desired normal form, thus permitting
valid statistical inferences to be made about those means. This statement rests on a
fundamental theorem in statistics (the central limits theorem). This theorem justifies
much of the data analysis undertaken when quantifying and estimating the reliability
of survey research findings (Stuart and Ord, 1987).

EErrrroorr,,  SSaammppllee  SSiizzee  aanndd  NNoonn--rreessppoonnssee

As was mentioned in the discussion of Activity 2.1, there are two categories of error
in survey research: sampling error and non-sampling error. Conceptually, the terms
sampling error and non-sampling error refer to different entities, and it is theoreti-
cally important to consider them as such, but in practice we can never have a true
measure of sampling error, but only an estimate of it, and the influence of non-
sampling error is hopelessly confounded within that estimate. Both researcher and
research evaluator have to ensure that non-sampling error is avoided as far as pos-
sible, or is evenly balanced (non-systematic) and thus cancels out in the calculation
of population estimates, or else is brought under statistical control. As has been
shown, the difference between sampling error and non-sampling error is that the
extent of the former can be estimated from the sample variation, whereas the latter
cannot. Further, we have seen that sampling error can only be reliably estimated if the
selection of respondents has been random. At best, random sampling will allow
unbiased estimates of sampling error; at worst, quota and opportunity sampling will
provide little or none.

In practice, researchers often overlook or are unaware of these difficulties and
quote standard errors, i.e. estimates of sampling error, even for samples where their
use is not justified in theory. But at least sampling error can be calculated, whether
appropriately or not, and if sufficient information is provided then judgements can
be made about just how much reliance can be placed on it. The various sources of
error grouped together as non-sampling errors are another matter – not because they
will be necessarily greater in extent, although this could well be the case, but
because they are difficult to control, or even detect. The great virtue of randomiza-
tion is that it takes care of potential sources of bias, both known and unknown. If it
can be assumed that error, whatever its source, will be randomly spread across a
sample, and will cancel when statistics are computed, then one does not even need
to know what it is that is cancelled. The problem is systematic, non-random error,
which will not cancel.

Non-sampling error is often overlooked when survey findings are evaluated, and
if an estimate of sampling error is given, then it is often wrongly assumed that
this shows the likelihood of total error. For example, in the 1992 General Election in
the UK, one survey predicted a Labour Party vote of 42 per cent ± 3 per cent.
Presumably the figure of 3 per cent represents approximately twice the standard
error, and thus the 95 per cent confidence range for this result would be from 39 per
cent to 45 per cent. This says that, if the same pollsters drew sample elements in
exactly the same way, and questioned and recorded in exactly the same way, from
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the same population, with a sample of the same size, then they could expect to obtain
a value in that range 95 times for every 100 samples so drawn and tested.

However, this statement tells us nothing whatsoever about whether the sampling
frame truly represented the voters of the UK overall, let alone the more restricted set
of those who actually did vote. It tells us nothing about interviewer bias, or procedural
reactivity, or untruthfulness on the part of respondents. If one took a guess and
allowed another 3 per cent for all of these, then the predicted range would increase to
36–48 per cent, which would greatly decrease the usefulness of the survey finding,
since in a moderately close election it would be very unlikely to predict successfully
which way the outcome would go, because the estimates for the two major parties
would always overlap. An advantage the pollsters do have, however, is replication.
Many polls are taken, and by different organizations. Taking all into account might
give some possibility of balancing some sources of non-sampling error – but not all.
It could, of course, be the case that all the polls suffered from similar defects, in which
case pooling would not cancel the bias and prediction would be highly unreliable.

Major sources of non-sampling error related to the sampling process itself
include sampling-frame defects, non-response, inaccurate or incomplete response,
defective measuring instruments (e.g. questionnaires or interview schedules), and
defective data collection or management. Some of these are the subject of other
chapters in this book, but their relevance here should also be kept in mind. Many of
these effects are, or can be, controlled by proper randomization in sampling. For
example, in a large survey the error related to small differences in technique on the part
of interviewers (perhaps consequent upon personality differences) will be randomly
spread across the data, and will cancel out. Any residual effect should be small and
would be lost in the estimates of standard errors, possibly here balancing with other
small residual effects.

Sample Size
Often, selecting an appropriate sample size has been a hit and miss business of
choosing a size which can be managed within the resources available, or a size similar
to that used in earlier published work. There is a misconception that sample size
should be related to the size of the population under study. As has been shown above,
the precision of sample estimates depends very much on sample size (the sample s.d.
is divided by the square root of the sample n) and no reference is made to the size of
the population sampled.

Assuming that for a sample survey the 95 per cent level of confidence is required
(P < 0.05), and the maximum error is set to 5 units on the scale of measurement, then
the following formula will provide the estimated sample size:

Sample size = 2 × 1.96(s.d.)2/52

If the estimated s.d. is 10, then the required sample size would be approximately 16.
If the limit for the difference of interest was reduced from 5 to 2 points, then esti-
mated sample size would increase to close to 100, assuming that the s.d. remains
unchanged. Note that the researcher had to provide an estimate of the s.d., although
the actual value will not be known until the research is concluded.
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This is a very simple account of what might appear to be a simple subject, but which
in fact is a complex one. Just how big a sample should be is a matter of balancing cost
against the level of precision required. True, as sample size increases, the size of the
standard error of any estimate of a statistic does decrease. But this needs to be qualified
by knowledge that large samples may introduce more non-sampling error (as mentioned
in the answer to Activity 2.3) than smaller ones, where measurements and management
problems may be smaller. Also, the power of the statistical test to be used must be taken
into account and tables have been published for doing this (Cohen, 1969; Lipsey, 1990).
Many computer packages now also include routines for dealing with this.

Non-response
Estimating the required sample size needed for a stated level of precision has been
discussed. There is, however, little point in reporting that sample size was formally
determined to achieve maximum precision, if a sizeable proportion of the sample
was subsequently lost through non-response, or because items of data were missing.
This is a major source of error in many surveys.

Procedures for dealing with non-response and missing data have to be established
when the research is being planned, and not left to desperate post hoc remedy. In
establishing such procedures, total non-response should be distinguished from fail-
ure to respond to individual items in a questionnaire, and both should be distin-
guished from data which are simply missing (i.e. lost or inadequately recorded).
Preliminary data analysis will also lead to further data loss, usually due to the dropping
of elements (individuals or cases) found to have been included in the sampling frame
by mistake, but which do not belong to the population studied, or because inconsis-
tent or highly improbable values have been found on crucial variables.

Final reports should contain information on the extent of sample loss and missing
data, which amounts, at least in part, and sometimes completely, to the same thing.
Non-response rates as high as 50 per cent or more have frequently been reported.
Some elements of the sample simply will not be found, others will refuse to partic-
ipate, either completely or in part. In addition, data, and sometimes whole subjects,
will be lost due to clerical inaccuracy. The extent of data lost for this reason alone is
seldom reported, but is usually surprisingly high, perhaps as much as 8 per cent
(Schofield et al., 1992). Response rate is influenced by such design matters as the
appearance of a questionnaire, its layout, length and readability. These topics are
dealt with in more detail elsewhere in this book. Information on such matters will be
sought in pilot studies, in which different versions of a survey instrument can be
tested. Sample loss for these reasons is likely to introduce bias because it might
increase the proportion of more persistent or better educated respondents.

If the survey involves home interviews, non-response might be related to time of
day at which the interview was sought. From Table 2.3 it can be seen that a higher
proportion of persons over 14 years of age are at home in the early hours of the
evening on Sunday, Monday and Tuesday than at any other time. This, however, is
also evening meal time, and a busy time for families with young children. Again,
sample loss could be systematic, and it could introduce bias.

If, when a survey is being planned, it seems likely that response rate will be low
due to the nature of the information sought, or the accuracy of the sampling frame,
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or the method used to contact respondents, then sample size could be increased. This
might seem to be an obvious and easy solution, but it will be costly in terms of man-
agement and material and, in any case, will be unlikely to solve the problem.

AAccttiivviittyy  22..55  ((1100  mmiinnuutteess))

In the planning of a sample survey by questionnaire sent by post it has been
calculated that a sample of n = 200 will give the required level of precision for
estimating population means at the 95 per cent confidence level or better for
most items of interest. But only about 40–50 per cent of those sent question-
naires are expected to return them. The researchers propose simple random
sampling with sample size increased to n = 400. Comment briefly on this
proposal. If you were an adviser, what advice would you give?

Increasing sample size to cover expected non-response would, in fact, be more
likely to increase than to decrease bias. More money would be spent to no avail.
Studies have shown that non-responders tend to be: the elderly; those who are with-
drawn; urban rather than suburban, or rural, dwellers; individuals who fear that they
will not give the information adequately in comparison to others, or who fear that
they might expose themselves, and be judged in some way by the responses they
make. To lose such individuals selectively would very likely reduce the representa-
tiveness of a survey sample. To increase sample size while continuing to lose such
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Table 2.3 Proportion of households with at least one person over 14 years of age
at home, by day and time of day

Proportion by day of week

Time of day Sun. Mon. Tue. Wed. Thur. Fri. Sat.

8.00–8.59 am (B) (B) (B) (B) (B) (B) (B)
9.00–9.59 am (B) (B) (B) 0.55 0.28 0.45 (B)
10.00–10.59 am (B) 0.47 0.42 0.38 0.45 0.40 0.55
11.00–11.59 am 0.35 0.41 0.49 0.46 0.43 0.50 0.62
12.00–12.59 pm 0.42 0.53 0.49 0.56 0.45 0.55 0.60
1.00–1.59 pm 0.49 0.44 0.50 0.48 0.43 0.51 0.63
2.00–2.59 pm 0.49 0.50 0.52 0.47 0.45 0.45 0.59
3.00–3.59 pm 0.54 0.47 0.49 0.54 0.50 0.50 0.65
4.00–4.59 pm 0.52 0.58 0.55 0.57 0.57 0.56 0.53
5.00–5.59 pm 0.61 0.67 0.65 0.67 0.59 0.57 0.56
6.00–6.59 pm 0.75 0.73 0.72 0.68 0.65 0.64 0.59
7.00–7.59 pm 0.73 0.74 0.75 0.64 0.61 0.57 0.66
8.00–8.59 pm (B) 0.51 0.51 0.59 0.74 0.52 (B)
9.00–9.59 pm (B) (B) (B) 0.64 (B) (B) (B)

(B) = base less than 20.

Source: Weeks et al. (1980).
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individuals would in no way help, and could lead to comparatively stronger influence
from, perhaps, initially small biasing groups.

Whether information is collected by questionnaire or by interview, positive effort
should be made to follow up non-responders. Even when second copies of a ques-
tionnaire are sent out, or repeat interviews arranged, response rates above about 80
per cent are seldom achieved. The task for the researcher, who wants sample results
which truly represent the population studied, plus information which will help eval-
uate how far this objective has been achieved, is to get as much information as
possible on those individuals who are still missing when all possible action has been
taken to maximize response rate.

For this reason, the records of individuals who have made only partial, or even nil,
response should never be dropped from a data set. Usually, information will be avail-
able on some variables; for example, geographical region, home address, perhaps
age or sex. Analyses can be made to see if the missing individuals are at least ran-
domly distributed throughout the sample in terms of these measures, or grouped in
some way which might help identify the possible direction and extent of bias on
other measures for which there are no data.

Even better would be a small follow-up survey of a random sample of non-responders,
possibly involving home visits and/or the offer of incentives, so that reliable predic-
tions can be made about the likely characteristics of all non-responders. In some
circumstances this could be counter-productive, in that interviewer/respondent reac-
tivity might be increased. One way or another, however, the problem of non-response
has to be tackled. Vagueness or, worse, total lack of information on this topic, is no
longer permissible.

CCoonncclluussiioonn

This chapter has dealt with methods and problems of designing sample
surveys, and has related these to the wider research context, where ulti-
mately the validity of findings will rest on how well the sample represents
the population being researched. We have seen that the quality of the
inferences being made from a sample will be related to both sample size
and sampling method. We have seen that, provided a probabilistic
method has been used, then a reliable estimate can be made of the extent
to which the sample results will differ from the true population values,
and that error of this type is known as sampling error. The methods dis-
cussed included both simple and stratified random sampling, systematic
sampling, and cluster sampling, and also non-probabilistic methods such
as quota sampling. Selecting the best method for any particular research
will usually involve compromise, and will be a matter of balancing the
level of precision required, in terms of the width of the error estimates,
against feasibility and cost.

We have also seen that error from many other sources – non-sampling
error – will have to be taken into account when planning survey research and 

(Continued)
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(Conclusion continued)

when evaluating results. Major sources of non-sampling error which have
been discussed in this chapter include faulty selection of the sampling frame
and non-response. There are many others, including the instruments used
for collecting information: schedules, questionnaires and observation tech-
niques. The problem for researchers is that, however well they plan the tech-
nical side of sampling and calculate estimates of sampling error of known
precision, non-sampling error will always be present, inflating overall error,
and reducing representativeness. Estimating the extent of this is a matter not
of mathematical calculation, although statistical procedures can help, but of
scientific judgement, based on an awareness of what problems are likely, as
well as common sense.

KKeeyy  TTeerrmmss

BBiiaass aspects of measurement or sample selection which tend to increase
the difference between sample statistics and the population parameters.

CCeennssuuss a study including (or intending to include) all elements of a
population, not just a sample.

CClluusstteerr  ssaammpplliinngg sampling which selects groups of elements based
on geographical proximity.

EElleemmeenntt a single case (item) in a population or a sample.
EErrrroorr see Sampling error.
MMeeaann the average of a distribution – calculated by adding all the

values together and dividing by the number of cases.
NNoonn--pprroobbaabbiilliissttiicc see Probabilistic sampling.
NNoonn--ssaammpplliinngg  eerrrroorr see Sampling error.
PPooppuullaattiioonn the total set of elements (cases) available for study. Your

population might be people – all the people in the UK, or all the children
in one school, or all the children in a specified age range in a certain
district – but it could be incidents, or cars, or businesses, or whatever is
being studied.

PPrroobbaabbiilliissttiicc  ssaammpplliinngg sampling in which elements have known prob-
ability of being chosen. Samples where this is not the case are known as
‘non-probabilistic’.

QQuuoottaa  ssaammppllee one collected by interviewers who have been
instructed to ensure that the cases they collect match a predetermined
distribution on certain key variables (often the known population
parameters).

RRaannddoomm  ssaammppllee one for which every element of the population is
guaranteed an equal, non-zero chance of being selected.

SSaammppllee elements selected from a population, by studying which we
hope to understand the nature of the population as a whole.
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SSaammpplliinngg  eerrrroorr the calculable probability of drawing a sample whose
statistics differ from the population parameters. This is contrasted with
‘non-sampling error’, which is bias built into the design, the sampling
frame or the measurement. 

SSaammpplliinngg  ffrraammee a complete list of the elements in a population.
SSttaannddaarrdd  ddeevviiaattiioonn a measure of spread or dispersion from the mean,

based on the normal distribution.
SSttrraattiiffiieedd  rraannddoomm  ssaammppllee one made up of separate random samples,

drawn from sets which together make up the entire population.
SSyysstteemmaattiicc  ssaammpplliinngg a sample that consists of every nth member of a

sampling frame, perhaps from a random starting point.
zz--ssccoorree the distance of an element from the mean, measured in standard

deviation units.

FFuurrtthheerr  RReeaaddiinngg

Lipsey, M.W. (1990) Design Sensitivity, Newbury Park, CA, Sage.
A short and fairly readable text on statistical power in social science research. It includes charts for
determining sample size.

Moser, C.A. and Kalton, G. (1971) Survey Methods in Social Investigation, London, Heinemann. 
Although somewhat dated, this remains a standard text for material covered in this chapter.

Schaeffer, R.L., Mendenhall, W. and Ott, L. (1990) Elementary Survey Sampling, Boston, PWS-Kent.
A further elementary text, recently revised, which includes some of the mathematical derivations of sam-
pling methods, but with many practical examples of surveys and methods. Useful later if you have the
task of designing a survey.

AAnnsswweerrss  ttoo  AAccttiivviittiieess

Activity 2.1
The main advantages of a sample survey over a full census is that it will be easier and
cheaper to set up, manage and analyze than a full census. Although the results based
on a sample will, in theory, be less accurate than if the whole population had been
included (assuming this to be possible), this might not be the case in practice. Many
sources of bias – for example, management problems, faulty measurement, lost or
corrupted data – will potentially be present whichever method is used, and will be
easier to control in a tightly constructed and managed survey than in a full census.

Activity 2.2
Table 2.1, with the missing entries added, is shown on p. 54. The first of these, in the
fourth column, is the sample size (n) for proportionate sampling. This was found by
calculating 45.5 per cent of the total sample of 400. This gave a sample proportion of
n = 182 for the representation of 16-year-old school leavers. Similar calculations were
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made to find the other sample proportions. For the disproportionate method, the total
sample was divided into three equal groups, one for each school-leaving age, without
taking into account the differing incidence in the population of each of these groups.

Compare your note on the sampling method you would choose with the explana-
tion given in the three paragraphs following the activity in the text, where several
non-statistical reasons are given for balancing the various alternatives.

Activity 2.3
Clearly, a probabilistic method would be preferable, since this would permit a valid
estimate of the extent of sampling error. As the population of interest is all the adults
in the UK, a simple random sample would be costly and difficult. Precision relative
to sample size could be increased by appropriate stratification, and thus you would
recommend a stratified random sample.

Activity 2.4
The mean of the first set of figures is 3, and the mean of the second is also 3. The
two standard deviations are, respectively, 1.414 and 4.517. In other words, the two
sets have the same mean but very different standard deviations because they differ
greatly in the way the individual values are distributed about the mean. The average
of this dispersion (the standard deviation, s.d.) is much greater for the second set
than for the first.

Activity 2.5
You will probably want to accept the decision to use random sampling, provided that
an appropriate sample frame is available, and also that there is sufficient finance to
cover the cost of obtaining a sample of the size needed for the required precision.
You will then point out that, with an expected response rate of 40–50 per cent, the
sample is not likely to be representative of the population of interest, as the non-
responders are likely to differ in important ways from those who do respond. Merely
increasing sample size will be costly, and will not help. You would suggest that the
additional money should be spent instead on making a second, and even a third,
approach to non-responders; doing analyses on whatever limited data are available
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Table 2.1 (completed)

% of Proportionate Disproportionate
School total
leaving Population in each Sample Sampling Sample Sampling
age size stratum size fraction size fraction

16 2,730 45.5 182 1/15 134 1/20
17 1,950 32.5 130 1/15 134 1/15
18+ 1,320 22.0 88 1/15 134 1/10

Total 6,000 100.0 400 1/15 402 1/15

aThe denominators for the disproportionate sampling fractions have been rounded to give whole numbers.
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for non-responders to see how they differ from those who do respond; or setting up
a small random study of the characteristics of non-responders, perhaps by visiting
their homes, or offering an incentive for participation.

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  22

This chapter has introduced methods for obtaining representative samples
from a population and for providing estimates of the accuracy of statistics
derived from a sample. It has also examined issues and problems relating to
survey sampling, sample loss and non-response. In outlining a research pro-
posal, you should consider whether the following questions are relevant:

1 What is the population to which you want your results to apply? What are the
sampling units in that population?

2 Is a sampling frame available? Is it complete, accurate and fully representa-
tive of the population you wish to describe?

3 What methods of sampling will be used (random or non-random) and why?
4 If random sampling is to be used, should stratifying factors be introduced?

If so, will the sampling be proportionate or disproportionate to population
frequencies?

5 Is there value in adopting a cluster-sampling approach?
6 If random sampling is not feasible, or too costly and time-consuming, is

some form of non-random sampling more appropriate?
7 What sources of non-sampling error can be anticipated and how can they be

counteracted at the planning stage?
8 What should the size of the sample be? What balance should be sought

between cost and level of precision?
9 What steps will be taken to deal with the bias introduced by non-response

or missing data?
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PART II

DATA COLLECTION

3

Observational Research

Peter Foster

This chapter considers data collection by means of observation – as a
main research tool, or as a preliminary or supplement to other methods.
It distinguishes between

• ‘structured’ or ‘systematic’ observation, where reductionist measure-
ments are collected by observational means to test hypotheses or
explore correlations between variables, and

• ‘less-structured’ or ‘qualitative’ observation to explore the framework
of meaning in as holistic and naturalistic a manner as possible.

A main concern is with ways in which the validity of data collected by
these means is assured.

UUssiinngg  OObbsseerrvvaattiioonn

Within everyday life we are all observers. We constantly observe the physical orga-
nization of the environment around us, and we observe the behaviour of the human
beings who inhabit that environment. Observation involves watching, of course, but
information from sight is supported by that received through our other senses: hearing,
smelling, touching and tasting (these are even more important for blind or partially
sighted people). The information from these various senses is usually combined,
processed and interpreted in complex ways to form our observations – our mental
images of the world and what is going on in it.

In everyday life we use observation to gain information or knowledge so that
we can act in the world. Without observation, participation in the world would be
impossible – and when our senses are impaired, that participation becomes more
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difficult. Observation also informs, and enables us to test our common-sense theories
about the social world. We all interact with others on the basis of, often taken-for-granted,
ideas about how particular types of people are likely to behave in particular circum-
stances. These theories are built up, and continually refined, by observation of the
behaviour of others and of ourselves.

Observation fulfils similar purposes in research, but there is an important differ-
ence. Again, the aim is the collection of information about the world with the inten-
tion of guiding behaviour. However, observation is not usually done simply to enable
the researcher to decide how to act in the world or to inform his or her common-
sense theories. Its aim is the production of public knowledge (empirical and theo-
retical) about specific issues, which can be used by others in a variety of ways. This
knowledge may influence the behaviour of those who access it, but its influence will
be less direct than is the case with everyday observation.

AAccttiivviittyy  33..11  ((55  mmiinnuutteess))

Do you think there are any other differences between observation in everyday
life and observation in research? Make a note of them before reading on.

I think there are two further distinctive features of observation in research: first, the
way it is organized and, secondly, the way observations are recorded, interpreted and
used. In research, observation is planned and conducted in a systematic way, rather
than happening spontaneously and haphazardly, as it usually does in everyday life.
Appropriate techniques are carefully selected for the purposes at hand. Observations
are systematically recorded rather than stored only in personal memory, and are
carefully interpreted and analyzed, again employing systematic and planned proce-
dures. Moreover, the data produced by observational research are subjected to checks
on validity so that we can be more confident about their accuracy than is usually the
case with observational data produced routinely in everyday life.

As part of research, observation can be used for a variety of purposes. It may be
employed in the preliminary stages of a research project to explore an area which can
then be studied more fully utilizing other methods, or it can be used towards the end
of a project to supplement or provide a check on data collected in interviews or surveys
(see, for example, Stacey, 1960; Bennett, 1976; Rex and Tomlinson, 1979). Where
observation is the main research method employed, it may be used to obtain descrip-
tive quantitative data on the incidence of particular sorts of behaviour or events (see,
for example, Galton et al., 1980; Sissons, 1981), or to enable qualitative description
of the behaviour or culture of a particular group, institution or community (see, for
example, Malinowski, 1922; Whyte, 1981). In the latter case, observation is used as
part of a broad approach to research, usually referred to as ethnography, which uses
a combination of data-gathering techniques (I discuss this further below).
Observation may also be used to develop and test particular theories, and situations
or cases may be deliberately selected for observation in order to facilitate this (see,
for example, Glaser and Strauss, 1967, 1968; Brophy and Good, 1974).
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Advantages and Limitations
Observation as a research method has a number of clear advantages over interviews
and questionnaires. First, information about the physical environment and about
human behaviour can be recorded directly by the researcher without having to rely
on the retrospective or anticipatory accounts of others. For a number of reasons such
accounts may be inaccurate. For example, they may be shaped by the particular role
the person plays in ways that make the account misleading, the information may not
have been systematically recorded and may therefore contain errors, or the account
may be distorted by the person’s concern to present a desirable image of him- or her-
self. Since observation enables the researcher to note down what he or she sees as it
occurs, observational data are often more accurate.

Secondly, the observer may be able to ‘see’ what participants cannot. Many
important features of the environment and behaviour are taken for granted by partic-
ipants and may therefore be difficult for them to describe. It may require the trained
eye of the observer to ‘see the familiar as strange’ and provide the detailed descrip-
tion required. Moreover, important patterns and regularities in the environment and
behaviour may only be revealed by careful, planned observation by a researcher over
a period of time.

Thirdly, observation can provide information on the environment and behaviour
of those who cannot speak for themselves and therefore cannot take part in inter-
views or complete questionnaires: babies, very young children and animals are obvious
examples. It can also give data on the environment and behaviour of those who will
not take part in interviews or complete questionnaires because they have not the
time, or because they object, or because they fear the consequences. In fact, some
form of observation (perhaps covert) may be the only way of collecting information
on the behaviour of people who are extremely busy, are deviant, or are hostile to the
research process for some reason (see Taylor, 1984, for example).

A final advantage, which I mentioned earlier, is that data from observation can be
a useful check on, and supplement to, information obtained from other sources. So,
for example, the information given by people about their own behaviour in inter-
views can be compared with observation of samples of their actual behaviour.

However, there are also limitations to observation as a research method. The envi-
ronment, event or behaviour of interest may be inaccessible and observation may
simply be impossible (or at least very difficult). This may be because the social
norms surrounding the event or behaviour do not usually permit observation (as with
human sexual behaviour, for example), because the behaviour deliberately avoids
observation (as with many forms of deviance), because the event or behaviour occurs
rarely or irregularly (as with disasters), because the observer is barred from access
to the event or behaviour (as is frequently the case in studying powerful élite
groups), or because the event or behaviour happened in the past. Sometimes events
and behaviour are just not open to observation.

A second limitation is that people may, consciously or unconsciously, change the
way they behave because they are being observed, and therefore observational
accounts of their behaviour may be inaccurate representations of how they behave
‘naturally’. This is the problem of reactivity.

A third limitation is that observations are inevitably filtered through the interpre-
tive lens of the observer. It must therefore be emphasized that observations can never
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provide us with a direct representation of reality. Whatever observational method is
used, what the observer obtains from observational research are constructed repre-
sentations of the world. Moreover, observers inevitably have to select what they
observe and what observations they record. Sometimes the basis of these selections
is made explicit, but at other times it is not, and clearly there is a danger that the
researcher’s preconceptions and existing knowledge will bias his or her observation.

Finally, it is worth emphasizing that observational research is very time-consuming,
and therefore costly, when compared with other methods of data collection. This
means that the researcher may only be able to observe a restricted range of subjects
or a small sample of the behaviour that is of interest. As a result, the representative-
ness of observations may often be in doubt. In some cases, interviews or question-
naires may be a more economical way of collecting detailed data which are more
broadly representative.

Structure in Observation
There are a number of different approaches to observational research. One important
distinction is between more-structured (sometimes referred to as ‘systematic’)
observation and less-structured (sometimes referred to as ‘ethnographic’ or ‘unstruc-
tured’) observation. These two approaches originate in different academic traditions,
and have different aims, purposes and procedures.

More-structured Observation The roots of more-structured observation are in the
positivist tradition in social science, where the aim has been to emulate, to one degree
or another, the approaches and procedures of the natural sciences. The emphasis in
this tradition has been on the accurate and objective measurement of observable
human behaviour, on the precise definition and operationalization of concepts, on the
production of quantitative data, on the examination of relationships between variables
using experimental and statistical techniques, and on the systematic testing of theo-
ries using what has been termed the ‘hypothetico-deductive’ method.

The aim of more-structured observation, then, is to produce accurate quantitative
data on particular pre-specified observable behaviours or patterns of interaction.
These data concern the frequency, duration or, in some cases, quality of particular
behaviours, and may also record the types of people involved, or the physical, social
or temporal context in which the behaviour occurs. It may be used to describe patterns
of behaviour among a particular population or in a particular setting, or, especially
where the data are produced in controlled experiments, to test pre-existing theories
and hypotheses concerning the nature and causes of behaviour.

The essential characteristic of more-structured observation is that the purposes of
the observation, the categories of behaviour to be observed and the methods by
which instances of behaviour are to be allocated to categories, are worked out, and
clearly defined, before the data collection begins. So, in this sense, there is maxi-
mum prestructuring. A variety of different techniques is used to record behaviour,
but all involve some sort of pre-set, standardized observation schedule, on which a
record (often ticks or numbers) of the type of behaviour of interest can be made. The
role of the observer is to follow carefully the instructions laid down in the observa-
tion schedule, thereby minimizing observer subjectivity.
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An example of a structured observation system used to record aspects of teacher–
pupil interaction in classrooms can be found in Flanders’ interaction analysis
categories, as given in Box 3.1. The behaviour, observed at 3-second intervals, is coded
into one of 10 categories. The schedule can give useful data on the proportion of
class time taken up by different types of activity.

BBooxx  33..11 Flanders’ interaction analysis categories (FIAC)

TTeeaacchheerr  TTaallkk

Response
1 Accepts feeling. Accepts and clarifies an attitude or the feeling tone

of a pupil in a non-threatening manner. Feelings may be positive or
negative. Predicting and recalling feelings are included.

2 Praises or encourages. Praises or encourages pupil action or behav-
iour. Jokes that release tension, but not at the expense of another
individual; nodding head, or saying ‘Um hm?’ or ‘go on’ are included.

3 Accepts or uses ideas of pupils. Clarifying, building or developing
ideas suggested by a pupil. Teacher extensions of pupil ideas are
included but as the teacher brings more of his/her own ideas into
play, shift to category 5.

Initiation
4 Asks questions. Asking a question about content or procedure, based

on teacher ideas, with the intent that a pupil will answer.
5 Lecturing. Giving facts or opinions about content or procedures;

expressing his/her own ideas, giving his/her own explanation or citing
an authority other than a pupil.

6 Giving directions. Directions, commands or orders to which a pupil is
expected to comply.

7 Criticizing or justifying authority. Statements intended to change
pupil behaviour from non-acceptable to acceptable pattern; bawling
someone out; stating why the teacher is doing what he/she is doing;
extreme self-reference.

PPuuppiill  TTaallkk

Response
8 Talk by pupils in response to teacher. Teacher initiates the contact or

solicits pupil statement or structures the situation. Freedom to
express own ideas is limited.

Initiation
9 Talk by pupils which they initiate. Expressing own ideas; initiating a

new topic; freedom to develop opinions and a line of thought, like
asking thoughtful questions; going beyond the existing structure.

10 Silence or confusion. Pauses, short periods of silence and periods of con-
fusion in which communication cannot be understood by the observer.

(Continued)
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BBooxx  33..11 (Continued)

There is no scale implied by the use of these numbers. Each number is
classificatory; it designates a particular kind of communication event. To
write these numbers down during observation is to enumerate, not to
judge a position on a scale.

Source: Flanders, 1970, p. 34

It is possible to use more-structured observation to collect data on a large scale by
employing a team of observers, all using the same observation schedule in the same
way. As observational procedures are standardized, the data collected by each
observer can be collated, and quantitative comparisons can be made on a number of
dimensions – for example, different situations, times and subject types. Using the
Flanders schedule, for example, we could compare the proportion of school class
time taken up by different activities between teachers, schools, curriculum areas,
time periods and so on. The results of such research are cumulative, which means we
can build up our knowledge of the particular behaviour in question over a period of
time. It is also possible to establish the reliability of more-structured techniques by,
for example, comparing the data from two researchers observing the same behaviour
and using the same schedule.

Less-structured Observation The origins of less-structured observation lie in
anthropology and in the application of its ethnographic approach to the study of
communities and groups in industrialized societies, pioneered, for example, by the
Chicago School of Sociology (a brief history of this can be found in Burgess, 1982).
Research in this tradition has generally rejected the positivist approach to social science
and has stressed that, to understand human behaviour, we need to explore the social
meanings that underpin it. It has emphasized studying the perspectives of social
actors – their ideas, attitudes, motives and intentions, and the way they interpret the
social world – as well as observation of behaviour in natural situations and in its
cultural context.

Less-structured observation therefore aims to produce detailed, qualitative
descriptions of human behaviour that illuminate social meanings and shared culture.
These data are combined with information from conversations, interviews and,
where appropriate, documentary sources to produce an in-depth and rounded picture
of the culture of the group, which places the perspectives of group members at its
heart and reflects the richness and complexity of their social world. Less-structured
observation is characterized by flexibility and a minimum of prestructuring. This
does not mean that the observer begins data collection with no aims and no idea of
what to observe, but there is a commitment to approach observation with a relatively
open mind, to minimize the influence of the observer’s preconceptions and to avoid
imposing existing preconceived categories. It is not unusual, therefore, for the focus
of the research to change quite dramatically during the course of data collection as
ideas develop and particular issues become important. The aim of less-structured
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observation is also often to develop theory, but here theory tends to emerge from, or
be grounded in, the data (Glaser and Strauss, 1967). Rather than developing a
theory and then collecting data specifically to test that theory, data collection, theory
construction and testing are interwoven. So theoretical ideas develop from initial
data collection and then influence future data collection; there is a cumulative spiral
of theory development and data collection.

As one of the key aims of this type of observation is to see the social world as far
as possible from the actor’s point of view, the main technique used is participant
observation. Here the observer participates in some way with the group under
study and learns its culture, while at the same time observing the behaviour of group
members. Observations are combined with interviews, conversations and so on, and are
generally recorded using field notes and, where possible, audio or video recordings.

Obviously, less-structured observation cannot provide the large-scale comparative
data on particular behaviours that is possible with more-structured methods, but it
can produce far more detailed data on the behaviour of particular individuals or
groups in particular settings. It gives qualitative data which, in combination with
data of other kinds, can explicate the social and cultural basis of human interaction.
Less-structured observation frequently involves the researcher spending long periods
of time in the field, building relationships and participating in social interaction with
subjects. The aim is that subjects come to trust the researcher and become accus-
tomed to his or her presence. Consequently, the data produced may be less influ-
enced by reactivity – by the researcher and the research process. Less-structured
observation provides data which enable us, as outsiders, to see the social world more
from the point of view of those we are studying – it gives us some sense of an
insider’s perspective. Because we are more able to appreciate the cultural context of
behaviour and examine the motives and meanings given to behaviour by subjects, we
may be better able to understand their social action. Less-structured observation also
gives us the opportunity to examine the way interactions and social meanings change
and develop over time, and the way in which social order is actively constructed by
social actors through interaction. Finally, the method is particularly suited to the
development, rather than the rigorous testing, of theory.

Which observational approach is adopted in a particular research project depends
on the nature of the problem or the issue being investigated, the theoretical and
methodological sympathies of the researcher, various practical considerations, and
sometimes the stage that the research has reached.

To some extent, my division of the two approaches is rather artificial. In practice,
researchers often use a combination of approaches. Sometimes research which
adopts more-structured observation as its main method may begin with a period of
less-structured observation. This may form part of the pilot work, and can help the
researchers identify the type of behaviour on which they wish to focus and enable
them to become accustomed to the research setting. It is also quite common for
research which employs an ethnographic approach to utilize more-structured obser-
vational methods at some stage. This may happen when the researcher requires
quantitative data on particular forms of behaviour. In my own research (Foster,
1990), for example, I was interested, among other things, in teacher-pupil interaction
in multi-ethnic classes. I was concerned with whether teachers gave more of their
time and attention to children from certain ethnic groups. My overall approach to the

Observational research 63

03-Sapsford -3330-03.qxd  11/16/2005  3:07 PM  Page 63



research was ethnographic and my observations were generally less-structured, but
in this case I felt the need for more quantitative data on specific aspects of teacher
behaviour and so I used a structured observation system developed by Brophy and
Good (1970). This enabled me to count the number of different types of interaction
that teachers had with students of different ethnic groups (the details of this part of
my research are contained in Foster, 1989).

RReellaattiioonnsshhiippss  aanndd  RRoolleess

Negotiating Access
Gaining access to settings in order to conduct observational research is a problem for
both more-structured and less-structured observation. Whichever observational tech-
nique is used, the researcher has to get to a physical position from which he or she
can observe the behaviour of subjects, and this usually involves negotiating entry
to a group, institution, community or social setting of some sort. However, there are
some differences between the two observational approaches. More-structured obser-
vation is more likely to involve access, sometimes by multiple and paid observers,
for short periods to a relatively large number of settings. For example, in the ORACLE
research (Galton et al., 1980) there were nine researchers who observed 58 classes
in 19 different schools for three days each term. In contrast, in ethnographic studies,
where less-structured observation is the main method, often a lone researcher is con-
cerned to gain access to a single or a small number of settings for a relatively long
period of fieldwork. Lacey (1970), for example, conducted fieldwork in one school,
to which he gave the pseudonym ‘Hightown Grammar’, over a three-year period.
These differences mean that sometimes different strategies for gaining access need
to be adopted.

The problem of access is of greatest significance early in research when the
researcher is negotiating entry to the overall setting under consideration – a particular
school, factory, village, community and so on – in order to begin observation. But,
for ethnographic research in particular, it remains an issue throughout data collection
as entry to sub-settings within the overall setting has to be continually negotiated,
and sometimes renegotiated, as the research progresses.

A number of different strategies are used to gain access. Which one is adopted
depends, in the main, on the nature of the setting (or sub-setting) and what behav-
iour is to be observed. Settings (and sub-settings) vary in their openness to observa-
tion. Public places and events, such as streets, shopping centres, parks, football
matches, some religious services or public meetings, are relatively open and may
pose few problems of access. Here, usually, no one’s permission is required to
observe; an observer role can be taken relatively easily since it is common for people
in such situations to watch the behaviour of others, and the researcher can remain
relatively unobtrusive. The research of Marsh et al. (1978), for example, on the
behaviour of football crowds, was conducted in part by standing on the terraces of
Oxford United and observing crowd behaviour (while also watching the match!);
and research by Lofland (1973), on ‘waiting styles’ in public places, was conducted
by observing in bus depots and airports.
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However, this does not mean that observation in public settings is always unprob-
lematic. Sometimes observation, or at least very close or obvious observation, can
be inappropriate. This may be particularly the case in public settings, where evasion
of social interaction is the norm or where a person’s presence in the setting is
normally brief or transient. Here the observer may have to adopt techniques to conceal
his or her observation or justify ‘hanging around’, such as observing from behind
a newspaper or pretending to be legitimately waiting. It may also be difficult to
observe behaviour of a private nature even though it takes place in a public setting.
Humphreys (1970), for example, observed male homosexual activity in public lava-
tories. He had to justify his observation by adopting the role of ‘watch queen’, which
meant he posed as a voyeur and acted as a look-out for the men.

Access to what are considered more private settings will generally prove more
difficult than access to public ones. One strategy here is to observe covertly. Access
to the setting is obtained by the researcher secretly taking on an established role in
the group under study or using his or her existing role to conduct research secretly.
No formal permission to do the research is requested. The researcher simply
becomes, or already is, a participant member of the group, and he or she uses this
position to observe the behaviour of other participants. One example of this type of
research is a famous study by Festinger et al. (1956) of an apocalyptic religious sect,
in which observers secretly joined the sect as new members. Another is a study by
Holdaway (1983), who took advantage of his position as a serving police sergeant to
observe the occupational culture of fellow officers.

Covert research is most likely to be used when there is a strong possibility that
access is unlikely to be gained using open methods. This may be because groups fear
the consequences of research, perhaps because they are involved in behaviour which
could be considered deviant, or because they are hostile towards the idea of research
itself (see, for example, Homan, 1980). In such cases it may be the only option if the
research is to go ahead. Sometimes, as Chambliss (1975) discovered in his study of
organized crime in an American city, covert study may be necessary only for the
initial period of the research. Once relationships have been established it may be
possible for the researcher to become more open and honest about him or herself and
his or her purposes.

Covert observation is also used when reactivity is likely to be a problem if
research is conducted openly. For example, the Glasgow gang observed by Patrick
(1973) would almost certainly have behaved very differently if they had known they
were being researched. However, covert research in certain circumstances is poten-
tially dangerous. When researching criminal groups, for example, if the researcher’s
‘cover is blown’, there could be violent consequences. If the researcher’s real iden-
tity and purposes are discovered, at the very least it is likely that the research will be
forced to end. Doubts have also been widely expressed about the ethics of covert
research.

Access in covert research is dependent on the researcher’s ability to play an estab-
lished role convincingly, or at least to convince existing members that he or she is a
genuine new entrant to the group. This obviously depends in part on the researcher’s
physical characteristics, but also on his or her ability to use a variety of impression
management techniques and to display cultural competence in the setting. For example,
in his study of Pentecostal church groups, Homan took an active part in worship and
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Bible study and used Pentecostal language and forms of greeting in order to present
himself as a new member (Homan, 1980; see also Homan and Bulmer, 1982). However,
he did not undergo baptism, as Pryce (1979) did as part of his research on Pentecostal
groups in the Afro-Caribbean community of Bristol.

Where observational research is conducted openly, the researcher generally has to
seek formal permission from subjects and/or those responsible for them in order to
observe in the setting. In the case of laboratory experiments, which generally involve
more-structured observation, the researcher deliberately creates the setting; subjects,
in agreeing to take part in the study, give their consent to observation of their behav-
iour in that setting. Subjects are recruited by a variety of methods – by advertising,
word of mouth, offering inducements – and researchers will usually explain the
purposes of the research and the possible consequences of taking part. Having said
this, however, subjects have sometimes been deceived about the true nature of exper-
iments and their potential effect. For example, in experiments on obedience to author-
ity conducted by Milgram (1974), subjects were told that they were taking part in a
scientific study of memory and learning. During the study they were duped into
thinking that they were administering increasingly severe electric shocks to learners.
What was in fact being studied was the extent to which they would obey authority
figures instructing them to administer the shocks.

In the case of research in more natural settings – groups, institutions, organiza-
tions and so on – the researcher has to negotiate access with a number of ‘gatekeep-
ers’, perhaps at different levels of an institutional hierarchy (although it is not always
clear who the key gatekeepers are). Gatekeepers usually have positions of authority
within the group or institution and can grant or withhold permission to conduct
research in their particular sphere of authority. They may also be the subjects of the
research. For example, if I wanted to gain access to a school in order to study teach-
ing methods, I would probably first have to seek the permission of local education
authority (LEA) officers (if the school was LEA maintained), school governors and
the head teacher, and then, in order to gain access to sub-settings within the school,
I would have to approach heads of department, teachers and perhaps students as
well. This would probably involve lengthy discussion and negotiation, a process
which can be a useful source of data on the political structure of the group and on
the perspectives of key group members.

Gatekeepers will be concerned to protect their own interests and the interests
of group members from any threat posed by the research. Consequently, they may
refuse access altogether, place limitations on the type of research which can be done,
or try to manage the impression of individuals and the group that the researcher
receives and documents (for discussion of this in the context of studying military
élites, see Spencer, 1973). The last of these strategies may involve presenting indi-
viduals, or the group, to the researcher in a particular way, restricting or influencing
access to particular areas, times or events, and/or placing constraints on what the
researcher can publish. Gatekeepers may also try to use the research for their own
purposes. They may, for example, try to use research data to monitor the behaviour
of particular individuals or subgroups, or use published accounts to enhance the
interests of the group. Interestingly, the Royal Ulster Constabulary (RUC) police
officers studied by Brewer (1991) used the research as an opportunity to air their
grievances to senior staff.
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AAccttiivviittyy  33..22  ((aallllooww  1155  mmiinnuutteess))

Imagine that you are a gatekeeper in a group or institution with which you are
familiar. You are approached by a researcher wishing to spend a number of
weeks observing in your group or institution:

• What sort of questions would you ask the researcher?
• How would you respond to his or her request and why would you respond

in this way?

Make a note of your answers before you continue.

One factor that influences the response of gatekeepers to access requests is their pre-
conceptions of research and researchers. This derives from any previous experience
of research they have had, or from the way research is presented to them by others
or by the media. Sometimes conceptions of research and researchers are negative
and access may be denied. This was Homan’s (1980) perception of the Pentecostal
church members he studied and was a key influence in his decision to conduct covert
research. On other occasions, conceptions may be more positive and the researcher
may be welcomed and given considerable assistance. More commonly, the gate-
keepers’ conceptions consist of a mixture of positive attitudes and scepticism, trust
and suspicion.

In negotiating access, researchers try to influence the conceptions gatekeepers
have of the research. They adopt a number of techniques. Sometimes they simply
explain fully the purposes and nature of the research and the methods to be
employed, in the hope that the gatekeepers will be sufficiently interested and willing
to allow the research to go ahead. This was the approach adopted by Stenhouse and
his team who conducted research on library use in school sixth forms (Stenhouse,
1984). They wrote to head teachers explaining the aims of the project and the
research methods to be adopted, and offered to visit the school to discuss the
research at greater length. Most of the schools approached agreed to take part in
the research.

On occasions, however, the account of the research given may be selective or
involve an element of deception. As explained earlier, part of my own research was
concerned with whether teachers gave more attention in the classroom to students
from certain ethnic groups (Foster, 1990). When negotiating access to classrooms for
this part of the research, I did not tell the teachers that this was specifically what I
was interested in because I thought that, if I did, they would make a conscious effort
to distribute their attention equally. I kept my explanation deliberately vague and
said that I wanted to observe teaching methods and student behaviour.

Researchers are also concerned to influence how gatekeepers see them as people.
As a result, they use, consciously or unconsciously, many self-presentational tech-
niques to convey an impression of themselves that will maximize their chances of
gaining access. They dress and conduct themselves in ways that give the impression
that they will ‘fit in’ and that their presence is unlikely to cause offence, disruption
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or harm to subjects and that they can be trusted. Delamont, for example, reflecting
on her research in a Scottish girls’ public school in the 1960s, describes how she
‘always wore a conservative outfit and real leather gloves’ when meeting head teachers.
On the other hand, she wished to give a slightly different impression to the pupils
and so wore a dress of ‘mini-length to show the pupils I knew what the fashion was’
(Delamont, 1984: 25).

Another technique used when negotiating access is to offer inducements to gate-
keepers. Researchers may, for example, emphasize the potential knowledge gains to
the community as a whole or to the subjects themselves in comparison with the small
amount of time or disruption that the research will require. They may offer services
in return for access and enter into bargains with gatekeepers. For example, a number
of researchers who have conducted ethnographic case studies in schools have taken
on a part-time teaching load, in part to facilitate access (see, for example, Burgess,
1983); and, in my research (Foster, 1990), I offered to act as a ‘consultant’ to the
school, which involved encouraging teachers to reflect on and improve aspects of
their practice.

Researchers may also offer to protect the interests of subjects by guaranteeing the
confidentiality of data, using pseudonyms and/or stressing their commitment to
established ethical principles (see, for example, British Sociological Association,
1992). Sometimes gatekeepers are offered some control over the research: perhaps
the opportunity to scrutinize, and maybe veto, plans and research techniques, or to
control the use of data or the publication of a final report. Walford and Miller (1991),
who studied Kinghurst, a new City Technology College, offered the head teacher
the opportunity to write an unedited 15,000-word section of the planned book to
encourage her to give them access (see Walford, 1991, for a discussion of this).
Collaboration with subjects is seen as highly desirable by some researchers (see, for
example, Day, 1981). It is suggested that this not only facilitates access, but also
respects more fully the rights of subjects to be consulted and involved and means
that the research is more likely to address their concerns and produce knowledge
which they will find useful.

Another common strategy used in gaining access, especially in ethnographic
research, is to use the assistance of a sponsor. This is generally an established and
trusted figure within the group or institution who can vouch for the researcher and
reassure subjects about the purposes of the research and intentions of the researcher.
Sponsors can be very helpful in gaining access to groups or settings which might
otherwise remain closed. Taylor (1984), for example, used the assistance of John
McVicar (an ex-professional criminal), whom he got to know while conducting
research in Durham prison, to gain access to the world of professional criminals.
Sponsors can also be useful guides to the structure, organization and norms of the
group and can provide invaluable advice on the most appropriate ways of collecting
data. They can usefully act as informants, too, providing another valuable source
of observational data. Indeed, they may have access to areas which are closed to the
researcher, and they may have useful background knowledge which can enable a
better understanding of behaviour. The best researcher’s sponsor, Doc in Whyte’s study
of Cornerville, performed all these roles (Whyte, 1981). Without Doc to show him
around, introduce him, vouch for him, supply him with information and answer his
questions, Whyte’s research would probably have been impossible.
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On the other hand, there are disadvantages in relying too heavily on a sponsor.
Access to certain individuals, subgroups or sub-settings can be restricted by too
close a relationship with a sponsor who is perceived by other subjects to be hostile
to their interests. Also, the research may be channelled in particular directions by the
sponsor’s contacts.

Researchers frequently rely upon personal contacts to find sponsors. Indeed,
research settings are often selected, and access facilitated, because researchers have
some prior experience of, or contact with, the group or institution. In such cases, the
researcher has already established some form of identity in the eyes of subjects and
can capitalize on this when negotiating access. Gillborn (1990), for example,
researched the school he had attended as a pupil, and Cohen and Taylor’s (1972)
research in Durham prison came about because they were already involved in adult
education work with long-term prisoners.

AAccttiivviittyy  33..33  ((aallllooww  1100  mmiinnuutteess))

Suppose you were interested in conducting research in the group or institution
for which in Activity 3.2 you were a gatekeeper:

• What methods would you use to gain access?
• What problems would you anticipate in gaining access and how would you

overcome them?

Briefly note down your answers before you continue.

Developing Relationships
Researchers are not only interested in gaining physical access to particular settings,
they are also concerned with observing behaviour which naturally occurs in those
settings. In other words, they desire access to behaviour which has been influenced
as little as possible by the researcher’s presence or the research process. The latter
form of reactivity is, of course, eliminated in covert research because subjects are not
aware that they are being studied. The former is not eliminated, however, because
the researcher, in his or her participant role, may have an influence on behaviour. For
example, Festinger et al. (1956), in joining the apocalyptic religious sect, telling the
members fictitious stories about their ‘psychic experiences’ and joining in group
activities, inevitably reinforced the beliefs of the group they were studying.

Researchers who are conducting their work openly adopt a number of techniques
to become unobtrusive in the setting and minimize reactivity. They often pay atten-
tion to their own physical position in the setting and to the positioning of any record-
ing equipment they are using. They also take care to dress and behave in ways that
will allow them to blend into the setting, the aim being to reduce the extent to which
subjects are conscious of their presence and of their observation. King (1984), for
example, during his research in infant school classrooms, tried to avoid eye contact
with the children and at one stage used the Wendy House as a ‘convenient “hide”’.
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Ethnographers often spend considerable periods of time in the field so that
subjects become accustomed to their presence. They also make great efforts to build
relationships of trust with subjects in order to facilitate access and reduce reactivity.
As with negotiation with gatekeepers, what is involved here is the negotiation of the
researcher’s identity with subjects. The researcher wishes to be seen as a certain type
of person and will try to influence (sometimes consciously, but often unconsciously)
the way he or she is perceived by controlling or manipulating the information that
the subject receives. Subjects (like gatekeepers) will have certain preconceptions and
developing perceptions of the researcher, both as a person and as a researcher.

AAccttiivviittyy  33..44  ((55  mmiinnuutteess))

Consider a group or institution of which you are a member. A stranger – a
smartly dressed, middle-aged woman, carrying a brief case – enters the setting:

• What identity(ies) would you attribute to her?
• If the stranger declares herself to be doing research, what other interpreta-

tions of her identity spring to mind?

Make a note of your responses.

Obviously, how you answer this will depend on your conceptions of the possible
roles such a person could have in this particular setting and of the characteristics you
attribute to a middle-aged woman (smartly dressed and carrying a briefcase) in such
roles. It will also depend on your conceptions of researchers generally. This, in a
sense, is the researcher’s starting point. She (or he) tries to build on, adjust or change
these initial conceptions using impression management techniques similar to those
discussed earlier in connection with gatekeepers.

What impression the researcher tries to give depends, of course, on the role he
or she takes in the group. If the research is covert, then the researcher seeks to give
subjects the impression that he or she is indeed a real participant (perhaps initially a
novice one) with the characteristics of such a person. If the research is conducted
more openly, then the researcher may wish to give the impression that he or she is
what Hammersley and Atkinson (1983) term an ‘acceptable marginal member’. This
may involve dressing in acceptable ways, though not necessarily in clothes identical
to those worn by subjects. Parker (1974), for example, in his research with ‘down
town’ adolescent boys in Liverpool, adopted a style of dress – ‘black shirt, black
jeans, burgundy leather (jacket)’ – which enabled him to blend in, but which did not
copy exactly the boys’ style.

It may also require behaving in ways which enable the researcher to fit into the
group. In Street Corner Society, for example, Whyte (1981) describes how he
‘learned to take part in the street corner discussions on baseball and sex’. He also
recounts a mistake he made when, after listening to a man’s account of his illegal
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gambling activities, he suggested in discussion that the police had been ‘paid off’.
The reaction of his subjects suggested that such a statement was unacceptable in
public talk and Whyte felt ‘very uncomfortable’ for the rest of the evening.

The researcher may trade on existing experience, skills and knowledge in devel-
oping subjects’ conceptions of his or her identity. Pryce (1979), for example, utilized
his identity as a Jamaican and his knowledge of Jamaican religious affairs to estab-
lish a rapport with his subjects. And in my own research (Foster, 1990), I frequently
made use of my experience of teaching in a nearby school to convey the impression
that I was knowledgeable about, and sympathetic to, the teachers’ concerns – in a
sense that I was one of them, rather than some sort of expert or critic.

On reflection I also, generally unconsciously, presented myself as (for want of
a better phrase) an ordinary, decent type of person – someone who was honest,
approachable, friendly, sensitive and understanding. I did this by engaging in every-
day, sociable conversations, openly discussing aspects of my past and present life
and exchanging day-to-day information. This type of self-presentation is crucial in
gaining acceptance. Also important is how the researcher actually behaves. One has
to demonstrate one’s trustworthiness, openness, reliability and so on, since behav-
iour provides subjects with direct evidence of one’s attributes. Indeed, subjects may
sometimes actually test the researcher out in these respects.

On occasions, the researcher may be more consciously selective in the self pre-
sented to subjects. For example, he or she may play down or conceal certain aspects
by disguising or failing to reveal personal views or political commitments. This was
the case in Fielding’s (1982) research on the National Front. He suppressed his dis-
agreement with the ideology of the organization and presented himself as an ‘uncon-
verted sympathizer’. The researcher may also deliberately emphasize other aspects
of self. Hobbs (1988), for example, in his study of deviant entrepreneurship and
police detective work in East London, cultivated a view of himself as ‘entrepreneur-
ial and sharp’ and ‘sexist and chauvinistic’ in order to blend in and become an insider
(although, interestingly, he drew the line at racism). What aspect of self the researcher
chooses to reveal or emphasize may change during the course of the research, as his
or her role changes and as relationships with subjects develop.

Offering services is another means by which researchers negotiate their identity.
Anthropologists have often provided simple medical and technical advice in the
pre-industrial communities they have studied. In this way they have been able to
demonstrate their commitment to the group and avoid being seen as exploitative out-
siders. Similarly, ethnographers of institutions and groups in modern, industrial societies
have given a whole range of services, such as assisting with teaching and extra-
curricular activities in schools, giving legal advice to subjects in trouble with the law,
serving as secretaries on committees, or merely lending a sympathetic ear. In fact,
the participant role taken by many ethnographers involves working with and there-
fore helping subjects in the course of their everyday activities. This help is often crucial
in building up relationships of trust and openness.

There are, of course, limits to the identities the researcher can negotiate with sub-
jects. Ascribed characteristics such as age, gender, ‘race’ and ethnicity limit the sort
of person the researcher can become and also the sort of relationship that can be
developed with subjects. They may therefore restrict access to settings and to data.
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But ascribed characteristics can also facilitate identities, relationships and access. As
a 40-year-old white male, I would find it difficult to present myself as a young ‘rap’
music enthusiast, or develop close peer-type relationships with school pupils, or
directly access the world of radical feminists. On the other hand, I might find it
easier to present myself as a mature, professional person, to develop relationships with
school teachers, or to access the world of white, male-dominated clubs. In saying this,
I do not mean to imply that the researcher must be of the same age, gender or ‘race’
as his or her subjects. It is simply that sometimes age, gender or ‘racial’ characteris-
tics can aid in the construction of certain types of identity and relationship. And, as
Hunt (1984) pointed out in her research on the police, it is possible to renegotiate
identities attributed on the basis of ascribed characteristics. In her research, she was
initially perceived by male officers as an ‘untrustworthy feminine spy’, but, by utiliz-
ing a variety of impression management strategies, such as spending time on the pis-
tol range, displaying a skill in judo and ‘acting crazy’ (in other words, taking unusual
risks), she was able to negotiate a more acceptable and productive identity as ‘street-
woman-researcher’. (See Warren, 1988, for a more general discussion of the influence
of gender on relationships in the field.)

AAccttiivviittyy  33..55  ((55  mmiinnuutteess))

Think about your own ascribed characteristics. In what ways would they limit
and facilitate the identities, relationships and access you could negotiate in par-
ticular research settings? Note down your response before you continue.
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The Researcher’s Role
The role taken by the researcher in the group or setting under study varies according
to the purposes of the research, the nature of the setting, the means of gaining access
and the observational method employed. His or her role is more likely to be that of
detached, non-participant observer when the purpose of the research is to collect data
on specific observable behaviours using more-structured techniques, and it is more
likely to be that of an involved participant when the purpose is the collection of ethno-
graphic data using less-structured techniques. This highlights one key dimension of
the researcher’s role: the extent of participation in the group or setting. Gold (1958)
and Junker (1960) suggest four types of role along this dimension (see Figure 3.1).

The complete observer The researcher has no interaction with the subjects during
data collection. In some psychological research, for example, subjects are observed
through a one-way mirror and so do not come into direct contact with the observer.
The benefit of the complete observer role is that it should eliminate the reactivity
which stems from the immediate physical presence of the observer.

AAccttiivviittyy  33..66  ((aa  mmoommeenntt’’ss  rreefflleeccttiioonn))

But do you think it eliminates reactivity altogether?

It only eliminates reactivity completely if the subjects are unaware that they are
being observed, as is the case with covert research. But sometimes subjects are
aware, or at least suspect, that they are being observed. This is often the case in lab-
oratory experiments. Even though subjects cannot see the observer, they know that
they are being observed. As a result, they may behave differently from how they
would have behaved if unobserved.

Another advantage of this role is that the observer can remain detached from the
subjects and therefore uninfluenced by their views and ideas. He or she is also free
to concentrate on data recording, and possibly even to discuss data with another
observer during data collection.

However, the role of complete observer places limitations on the behaviour and
settings that can be observed, especially in natural situations. Also, the researcher
may not be able to collect supporting data by asking the subjects questions. As a
result, he or she may fail to appreciate the perspectives of the subjects and to under-
stand the social meanings which underpin their interaction. This is one reason why
this role is most often used in more-structured observation, where the researcher is
interested only in categorizing instances of observable behaviour.

The observer as participant Here the observer interacts with subjects, but does
not take on an established role in the group. His or her role is that of researcher
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conducting research. He or she may develop more participant roles with some subjects,
but the key role is that of researcher. Typically, the researcher is ‘the person writing
a book about …’ or ‘the person investigating …’. This type of role is often used in
more-structured observation in natural situations where the researcher spends short
periods of time observing behaviour in a relatively large number of settings. For
example, the team of researchers led by Rutter, who investigated the relative effec-
tiveness of 12 comprehensive schools in London, conducted observations of all the
lessons taken by one class in each school for one week (Rutter et al., 1979). The
researchers made it clear that their role was to observe and tried to keep their inter-
action with pupils and teachers to a minimum.

This role is also sometimes used in ethnographic work. In such cases the nature
of the researcher’s identity may be more fully developed and negotiated, and the
researcher may be more likely to construct roles which involve greater participation,
but the essential role is that of researcher. Woods (1979), for example, in his study
of a secondary school, thought of himself as an ‘involved’ rather than a participant
observer. He deliberately did not take an existing role in the school, although he did
occasionally help out with lesson supervision and extra-curricular activities.

As with the complete observer role, one advantage of this strategy is that the
researcher is more able to maintain his or her detachment from the subjects and take
an outsider’s view. Participation in a researcher role also enables him or her to move
about within the group to observe behaviour in different sub-settings. Consequently,
the researcher is able to get a fuller, more rounded picture of the group or institution.
It is also much easier to sample sub-settings, events, times, subjects and so on system-
atically and to develop and test theoretical propositions.

The danger is that the researcher is viewed with suspicion by subjects. He or she
may be viewed as an inspector or critic, an intruder or snoop. As a result, subjects
may change their behaviour in order to present themselves in a particular way to the
researcher, and even react to him or her with hostility. This is particularly likely if
the researcher remains with the group for a period of time and fails to negotiate an
acceptable identity, or if he or she does not conform to subjects’ expectations.

AAccttiivviittyy  33..77  ((1100  mmiinnuutteess))

Think again about a group or institution of which you are a member. How would
people respond to the presence of an observer? Briefly note down your answer.

The participant as observer This involves the researcher taking an established, or
certainly a more participant, role in the group for the bulk of the research. In a number
of school case studies, for example, researchers have worked as part-time teachers. As
mentioned earlier, this was the case in Lacey’s (1970) research in a grammar school.
He taught alongside the teachers in the school while also acting as a researcher.

Often, taking a participant role facilitates access to the group or institution and to
sub-settings within it. Offering to assist subjects with their work in return for access
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may be part of the bargain that the researcher negotiates with them. And working or
living alongside people may help in building rapport and relationships of trust and
openness which will help to reduce reactivity. Indeed, it may be that, because the
researcher is a participant, subjects forget that he or she is doing research and behave
more ‘naturally’ as a result. At times like this it might be said that the research
becomes covert, although it is difficult to tell when this happens.

AAccttiivviittyy  33..88  ((55  mmiinnuutteess))

Following on from Activity 3.7, do you think your response to an observer would
be any different if the researcher was a participant observer? Note down what
this response might be before you continue.

The other main advantage of this role is that the researcher is better able to see the social
world from the point of view of his or her subjects. He or she has to learn the culture in
order to operate as far as possible as an insider, and gain access to information not avail-
able to outsiders. In this way, the researcher is more likely to appreciate and understand
the subjects’ perspectives and the meanings that underpin their interaction. In short, the
researcher can put him or herself in their shoes. For this reason, this type of role is usu-
ally taken by researchers conducting ethnographic or less-structured observation.

However, a major problem with taking a participant role is that it places restric-
tions on the data that the researcher can collect. Access to sub-settings within the
group or institution may be prevented by rules and norms which apply to the partic-
ipant role. As a participant, the researcher may be expected to behave in certain ways
and may be seen by subjects as having particular loyalties. Pryce (1979), for example,
found it difficult to move between different Afro-Caribbean religious congregations
in Bristol once he had established ties with one of them.

Developing and playing a significant role may also be very time-consuming and
means that little time is available for recording and processing data. It can sometimes
be stressful, too, when the expectations of the participant role are in conflict with
those of the research role. Lacey (1970), for example, describes the tension he felt
between the role of teacher and that of researcher. There is also the possibility that
the more the researcher participates, the greater is his or her influence on the group.

An associated problem is what is sometimes termed ‘going native’. In its extreme
forms the researcher actually gives up the research and becomes a real member of
the group. This is rare. A greater danger is of over-rapport with subjects or identify-
ing too closely with them. The researcher loses his or her sense of detachment and
adopts an over-sympathetic view of subjects. This may lead researchers to be selec-
tive in their observations and interpretations of behaviour so that they present a one-
sided, and therefore inaccurate, account. This problem is not confined to the
participant observer role – Hammersley and Atkinson (1983: 98–9) argue that Willis
(1977), who adopted more of an observer-as-participant role, erred in this way – but
it becomes more likely the more involved the researcher is with subjects.
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The complete participant Here the researcher plays an established role in the group
and is fully immersed in that participant role, but uses his or her position to conduct
research. Sometimes the research may be covert. There are two possibilities here. The
researcher may secretly join the group or institution as a new member; for example,
the observers in the study by Festinger et al. (1956) secretly joined a religious sect,
and those in Rosenhan’s (1982) study posed as psychiatric hospital patients.
Alternatively, the researcher may already be a member, and thus uses his or her
established position to conduct covert research; Holdaway (1983), for example, used
his position as a serving police officer to research the occupational culture of fellow
officers, and Davis (1959) took advantage of his job as a Chicago taxi driver to study
the interaction between drivers and their customers.

The complete participant may also conduct research openly, however. This is the
case in much practitioner research in education, where teachers research aspects of
their own practice or institution. They work primarily as teachers, but engage in
research with the aim of improving professional practice (see, for example, the case
studies contained in Hopkins, 1985; Hustler et al., 1986; for a more theoretical dis-
cussion, see Elliott, 1991).

Again, the advantage of the complete participant role is that it facilitates access. As
I have already pointed out, covert research in a participant role may be the only way
of gaining access to certain groups. And where research is conducted openly, the
researcher’s established role and identity may ease access to sub-settings and indi-
viduals. The approach also has the advantages of the insider role explained above,
and, in the case of covert research, the particular advantage of reducing that reactiv-
ity which occurs as a result of the subjects knowing that they are being observed.

There are, however, limitations similar to those with the participant-as-observer
role. The restrictions on data collection are, if anything, more severe as the
researcher has to maintain his or her participant role. Sometimes the attention that
has to be paid to playing the participant role means that the time and opportunities
for data collection are limited. The danger of ‘going native’ may also be more seri-
ous, as will the potential for role conflict and strain on the researcher’s sense of iden-
tity. There is also a greater possibility that the researcher, as a full participant, will
influence the people he or she is studying, or find that his or her research is con-
trolled by a superior.

Changing research roles It should be emphasized that, in ethnographic work in
particular, research roles usually change during the course of the research. For example,
the researcher may take on a participant role at some stage during the research. He
or she may move from a rather naive, detached observer role in the early stages of
the research to a fuller, more participant role in the later stages (see the example of
Punch, 1979a, mentioned earlier); or, as in Corsaro’s (1981) research in a nursery
school, from a complete observer behind a one-way screen to a participant observer;
or, as in Lacey’s (1970) research, from a participant role in the early stages to a
research role later.

It is also the case that researchers take on multiple sub-roles which differ accord-
ing to the sub-setting and the particular individuals with whom they interact. Woods,
for example, in his secondary school study, claims that he played at least five different
roles. He was a ‘relief agency or counsellor’ to pupils and sometimes staff, a ‘secret
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agent’ to the head teacher (a role he avoided playing), a person to be ‘appealed to’
or ‘consulted’ during ‘power struggles’, a ‘substitute member of staff’ and ‘fellow-
human’ (Woods, 1979: 261–2).

Managing Marginality
A major problem faced by researchers adopting a more ethnographic approach is
that of balancing the insider and outsider aspects of their role: what has been termed
‘managing marginality’. There are clear dangers in the researcher identifying too
closely with subjects, allowing this to bias observations and interpretations, and
thereby presenting a distorted picture. Over-rapport may also lead the researcher to
concentrate on one particular subgroup or setting, which may influence his or her
relationship with, and access to, other subgroups or settings. There are also advan-
tages in adopting an outsider position. It enables the researcher to see subjects’
behaviour in a relatively detached way with the freshness of a stranger. He or she
may be able to see things which participants take for granted and will also be able
to take a broader, more rounded view of the group, which includes its various sub-
groups or settings.

At the same time there are, of course, dangers in remaining too detached, too
much an outsider. If relationships of trust do not develop, subjects will remain
hostile or suspicious and are therefore likely to behave differently. It is unlikely that
they will talk openly about their experiences and views, or that the researcher will
develop a knowledge and understanding of the social meanings that underpin group
interaction and the perspectives of subjects. As a result, the picture of the group they
present may be based in large part on their own preconceptions.

The researcher’s aim must be to balance the insider and outsider roles and combine
the advantages of both; in other words, to manage a marginal position vis-à-vis subjects.
Being at one with the group and yet remaining apart, being a ‘friend’ yet remaining a
‘stranger’, can be a difficult and sometimes stressful experience. But, as Hammersley
and Atkinson (1983) emphasize, it is essential for good ethnographic work.

WWhhaatt  ttoo  OObbsseerrvvee

Focusing Research
The behaviour the researcher chooses to observe and record will depend on the over-
all topic and research questions being investigated. These will be determined by the
researcher’s theoretical and substantive interests. In more-structured observation,
these ideas will produce categories of behaviour that will be specified in advance of
fieldwork in the observation schedule, although sometimes more-structured obser-
vation is preceded by a period of less-structured exploratory observation. These
prespecified behavioural categories become the primary focus of observations.

In less-structured ethnographic observation, the initial focus of the research is
often less clear. Researchers will probably begin fieldwork with certain theoretical
and substantive questions in mind – what are sometimes termed ‘foreshadowed
problems’. They will also bring with them certain sensitizing concepts drawn from
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previous research. Beynon (1985), for example, was interested in initial encounters
between teachers and pupils in secondary schools and so his observations concen-
trated on the beginning of the school year for a newly arrived pupil intake. He also
brought to the research certain concepts, such as teacher and pupil coping strategies,
which had emerged from earlier work on teacher–pupil interactions. But, in less-
structured observation, ideas are frequently undeveloped and general, and researchers
usually try to avoid a commitment to pre-existing theoretical categories. The focus
of initial observations is therefore wide, and the researcher is concerned, like any
new member, to obtain a broad overview of, and basic information about, the group
or institution under study. In addition, he or she will probably record, in a relatively
unselective way, any data that appear to be relevant or interesting. As research pro-
gresses, theoretical ideas develop in conjunction with data collection. More specific
research questions, propositions and hypotheses emerge from an examination and
analysis of initial data. These, then, form the basis of, and provide the focus for,
future data collection. This gradual refinement of research questions – the concentra-
tion of observations on specific issues and areas – is often referred to as ‘progressive
focusing’.

Research may focus on particular subjects or sub-settings within the overall set-
ting, or it may focus on particular times, events, behaviours or social processes. One
strategy sometimes used in this process is theoretical sampling, which you met in
Chapter l. Here different cases – or subjects, sub-settings, times or events within a
case – are selected for observation specifically to test and develop hypotheses.
Observational instances are often chosen in such a way as to minimize or maximize
differences which are thought to be theoretically important. By minimizing the
differences, it is possible to clarify the detailed characteristics of a theoretical cate-
gory. And, by maximizing the differences, the researcher will be able to establish the
range of a particular set of categories. So, for example, if I were interested in how
teaching style was affected by the number of pupils with behavioural problems in a
class, I could look at teaching in classes with a large and small number of such pupils
and at teaching in classes with similar numbers of such pupils. In this way I could
attempt to identify the differences in teaching style which seemed to be the result of
differences in the numbers of behavioural problems.

Theoretical sampling also influences how many observations the researcher
should make. Glaser and Strauss (1967) suggest that data are collected on a particular
theoretical category until it is ‘saturated’: that is, until nothing new is being learned
about that category.

Representative Sampling
Observational research also often involves representative sampling of different types
within the case that is being studied. It is rarely possible for the researcher to observe
every subject, sub-setting, event or instance of behaviour in which he or she is inter-
ested, and even if it were possible it would not be necessary or desirable to do so.
What observational researchers generally do (like researchers using survey/interview
methods) is to select samples and base their analysis and conclusions on data from
these samples. Observing a sample is obviously much less time-consuming and, as
a result, it is possible to collect more detailed and accurate data. But, as with surveys,
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there is a danger of error arising from unrepresentative sampling. If the subjects,
settings, events or behaviour sampled and observed are unrepresentative of the general
population of subjects, settings, events or behaviour with which the researcher is
concerned, then it will not be legitimate to generalize from the sample.

In more-structured observation, and sometimes in the early stages of an ethno-
graphic study, researchers are concerned to select representative samples of people,
places, times, behaviours or events within a case, so that they can make generaliza-
tions to the relevant population or establish general patterns in the setting they are
studying. Some form of random or systematic sampling is often used. This may
involve selecting a random or systematic sample of subjects to observe. So, if I were
interested in studying middle managers in an industrial organization, I might select
a random sample from this population to observe. It may also involve observing
behaviour at a random or systematic sample of times. For example, if I were study-
ing a hospital or hospital ward, I might select a random sample of days or times of
the day (including the night shift) to observe. I would at least ensure that I did not
conduct all my observations on the same days and at the same times. Where an insti-
tution is organized around a periodic cycle of time – as are schools and colleges with
their academic years – it would also be important to spread my observations across
the organizational cycle. There are obvious dangers of unrepresentativeness if obser-
vations are concentrated at particular times of the cycle, unless, of course, it is these
particular times that the researcher is most interested in, as in Beynon’s (1985)
research focusing on initial encounters between teachers and pupils. In such cases,
these events or times become the population from which samples are selected.

Time (or point) sampling is frequently used in more-structured observation. Here
the researcher records and categorizes the behaviour which is observed at regular
timed intervals. In the ORACLE project (Galton et al., 1980), for example, teacher
and pupil behaviour were each observed and coded at 25-second intervals. The
behaviour occurring at such times was then held to be representative of behaviour in
general in the classrooms studied.

Where the researcher has pre-existing knowledge about the heterogeneity of an
organization, he or she may also select random or systematic samples of places or
sub-settings within the overall setting. In a study of a school, for instance, a researcher
might select a sample of departments or corridors to observe. He or she might also
select samples of particular events or behaviours. In a school, the researcher might
try to observe, say, a random sample of assemblies, department meetings, lesson
openings or demonstrations in science lessons. However, it may be difficult to spec-
ify and identify events or behaviours in advance so that they can be sampled. In this
case, ethnographic researchers sometimes sample from the descriptions of behaviour
contained in their field notes. There are, of course, dangers with such a strategy
because the behaviours recorded in field notes may be an unrepresentative sample of
all such behaviours.

Having said all this, in ethnographic research in particular the selection of what to
observe is often not done on a random or systematic basis. Accurate sampling frames
may not be available in advance and access to particular subjects, sub-settings, times
and events may be difficult or impossible to obtain. Pragmatic considerations in the
selection of observations often loom large. What the researcher actually selects to
observe may very much depend on the opportunities that arise, the role he or she
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takes within the group and the relationships that have been developed with subjects.
Often observation depends on the cooperation of subjects or gatekeepers, and the
researcher has to concentrate on those who are willing to cooperate. One strategy
that is sometimes used is snowball sampling. Here, one observed subject passes the
researcher on to another, vouching for him or her and acting as a sponsor. The advan-
tage of this strategy is that sponsorship encourages cooperation and therefore facili-
tates access, but, of course, the limitation is that the snowball sample may be
unrepresentative.

RReeccoorrddiinngg  OObbsseerrvvaattiioonnss

One of the greatest differences between more-structured and less-structured obser-
vation is the way observations are recorded.

More-structured Observation
As the aim of more-structured observation is to produce quantitative data on specific
categories of observable behaviour, the nature of the categories and the procedures
for allocating instances of behaviour to them, must be clearly specified before data
collection. These form the basis of an observation schedule in terms of which the
researcher can code his or her observations.

The nature of categories and procedures obviously varies according to the aims of
the research and the particular behaviour to be observed. At a very simple level, a
researcher may be interested in a dichotomous variable, such as whether a person is
or is not talking. However, it is more usual for researchers to be concerned with several,
more complex, multiple-category variables; for example, types of question asked by
a teacher during classroom observation.

The researcher may also be interested in distinguishing between the frequency and
the duration of observed behaviours. How often a person does something may clearly
be a different matter from how much time they spend doing it. When a behaviour
occurs in time and where it occurs in a particular sequence of behaviours may also
be important. Thus, some means of recording the temporal location of behaviour is
sometimes needed. As Croll (1986) points out, there are three main possibilities.

The first possibility is some sort of continuous recording. In this, a time chart is
used and the type of behaviour which occurs is coded continuously on the chart.
When the behaviour changes, a new code is used from the time of the change. This
type of recording allows the observer to locate the behaviours in time and to record
their frequency and duration, and also where they occur in a particular sequence of
behaviours. A simple example of continuous recording has been used in research on
eye contact in interpersonal interaction. Here researchers have been interested in the
frequency and duration of eye contact between two interacting individuals. Often
using video recordings, observers note on a time sheet the period over which one,
both or neither subject is engaging in eye contact. Other, more complex, variables
may also be recorded (see Scherer and Ekman, 1982, for a discussion).

A more complex example was used in research by Vietze et al. (1978), which
looked at the interaction between mothers and their developmentally delayed infants.
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Observations of the behaviour of both mother and infant were recorded continuously
by two observers – one focusing on the mother, the other on the young child. The
infant’s behaviour was coded into five categories: visual attention to the mother, non-
distress vocalization, smile, distress vocalization, and no signalling behaviour. Likewise,
the mother’s behaviour was coded into five categories: visual attention to the infant,
vocalization directed to the infant, smile, tactile play stimulation, and no behaviour
directed to the infant. From their observations, the researchers could discover the fre-
quency and duration of particular mother and child behaviours, and also of the com-
binations of different types in interaction. They also had information about the
sequences of behaviour.

However, continuous recording may be difficult where behaviour changes
frequently and rapidly, as, for example, with question and answer sequences in a
school classroom. It is also difficult to record more than one variable or category of
a variable at a time unless more than one observer is used, as in the case above.
Moreover, if the nature of behaviour is ambiguous and the coding decision cannot
be made until some time after the behaviour has begun, continuous recording will
not be possible.

A second possibility is time (or point) sampling. As noted above, this often
involves the coding of behaviour which is occurring at regular times – for example,
every 25 seconds in the ORACLE research (Galton et al., 1980). The observer can
record the behaviour occurring at what is hoped is a representative sample of times,
and can therefore estimate the proportion of time taken up by particular behaviours.
Time sampling can also involve coding the behaviour which occurred in regular timed
periods. At a time signal, the observer notes down whether particular behaviours
occurred during the preceding period. A study of science teaching by Eggleston
et al. (1975) used such a system. Observers noted whether any of 23 different types
of behaviour occurred (categories included types of teacher–pupil interaction and
pupil use of resources) during each 3-minute period. The advantages of this method
are that a large number of behaviours or events can be recorded and some indication is
gained of their minimum frequency. The problem is that the method will underestimate
the frequency of behaviours which are clustered in time, and will tell us little about
the duration of behaviours.

A third method of recording involves focusing on events. Here, whenever the
behaviour of interest occurs, its nature, and sometimes the time at which it occurs
(and less commonly its duration), is recorded. A good example of such a system is
the Brophy and Good Dyadic Interaction System used for studying teacher–pupil
interaction (Brophy and Good, 1970). In this complex system, the observer records
the nature of the teacher’s communications to pupils, students’ responses to these
communications, and teacher’s responses to students’ responses, every time such
events happen. So, for example, the observer would record the type of question
asked of a pupil, then the nature of the student’s response to the question, followed
by the teacher’s response to the student’s answer.

The advantage of event recording such as this is that it gives data on the frequency
of events or behaviours, and possibly where they occur in time and in a sequence of
behaviours. However, the method does not usually give information on the duration
of behaviours and may prove difficult to operate when events of interest occur
frequently in rapid succession.
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AAccttiivviittyy  33..99  ((aallllooww  3300  mmiinnuutteess,,  pplluuss  ttiimmee  ttoo  ttrryy  oouutt  tthhee
sscchheedduullee,,  pplluuss  aa  ffuurrtthheerr  1155  mmiinnuutteess))

Think of an example of behaviour which is fairly easy for you to observe and on
which it might be interesting to collect quantitative data. When I thought about
this I came up with the following ideas:

• Children’s play: what types of activity do my young children engage in and
how long do these last? Are boys’ play activities different from girls’? Do
boys dominate collective play space?

• Family roles: who does what in the home? How often? How much time is
spent on different activities?

• Shopping: do shop assistants give more time and help to customers of their
own ethnic group or gender?

• My work: how do I break up my time? What sorts of things do I do? How long
do I spend on different activities?

• Meetings at work: who contributes and what is the nature of their contribu-
tions? Do some contribute more than others?

Devise a simple observation schedule that you can try out during a brief period
of observation. You will need to think about the sorts of categories into which
the behaviour could be divided, and rules for allocating observed instances of
behaviour to them. Think too about how you will select behaviours to observe
and how you will record your observations. When you have devised your
schedule and tried it out, make a note of the difficulties you encountered.

Less-structured Observation
In contrast, the aim of less-structured observation is to produce detailed qualitative
data on behaviour as part of a rounded description of the culture of a particular group
of people. The emphasis is on flexibility and on recording behaviour and events in
their wholeness; that is, taking full account of the social and cultural context in
which they occur, and examining the perspectives and interpretations of participants.
As such, fieldwork data will include records of conversations, discussions and inter-
views, as well as the observed behaviour of subjects. The usual method of recording
data is in the form of field notes. These are notes taken either during the observation
itself, when this is possible, or shortly afterwards, and they form a running record of
the researcher’s observations.

It is obviously impossible to record everything that happens in a particular situa-
tion. Selection is inevitable and necessary. What is written down depends on the
initial research questions and the stage the research has reached. During the early
stages, an initial relatively wide focus is adopted and the researcher generally tries
to note down a broad, general outline of what is happening, perhaps making a more
detailed record of incidents that seem particularly interesting or revealing. At this
stage, the researcher may find some behaviour difficult to understand, but will often
keep a record of it, as the data may be understandable and useful at a later stage. As
the research progresses, and theoretical ideas begin to develop, the researcher
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focuses more carefully and makes more detailed records of particular aspects of
behaviour or situations.

At such times, it is very important to record as much detail as possible about what
was said, both verbally and non-verbally. The actual language used may provide key
information about subjects’ perspectives which can be followed up in interviews and
conversations. It is also important to record as much as possible about the physical,
social and temporal context in which the behaviour occurred. Detail of such contexts
may be essential for later analysis, and also for an assessment of any reactivity. But,
of course, the more detail collected on particular behaviours, the narrower the range
of events which can be recorded. As Hammersley and Atkinson (1983) note, there is
an inevitable trade-off here between detail and scope.

Generally, the more detailed the description, the more likely it is to be accurate,
and the less likely to be subject to distortion. But we should always remember that
even detailed accounts are the product of selection and interpretation. It is important,
therefore, that the researcher reflects carefully on the degree to which his or her own
ideas and perspectives, and, of course, behaviour, have influenced the account pro-
duced. Indeed, it is useful if what is often referred to as a reflexive account, which
discusses these influences, runs alongside the researcher’s field notes.

A major influence on the accuracy of field notes is when they are made. Notes
should preferably be made as soon as possible after the observation. The longer this
is left the more is forgotten and the greater the chance of inaccuracies and biases
creeping in. Sometimes it is possible to make notes during the observation. I did this,
for example, when I was observing lessons in the classroom (Foster, 1990). The
teachers, on the whole, if they were prepared to allow me to observe their lessons,
did not seem to mind me taking notes. Sometimes, particularly in the early stages of
the research, they were curious about what I was writing and what I would do with
the data, and I had to reassure them about confidentiality. On occasions, I gave them
my notes to read, partly to reassure them, and partly to provide a check on the validity
of my accounts (I discuss the assessment of validity later in the chapter). Taking notes
in the classroom seemed to be a legitimate activity, perhaps because the teachers felt
that in this context they were more publicly accountable or because others engage in
the same activity, most notably inspectors and tutors of trainee teachers. But the act
of note-taking inevitably affected the teachers’ perceptions of me. My conversations
with them revealed that they saw me as more threatening, and as more of an evaluator
and less of a colleague, because of this.

However, often social norms in the setting do not permit note-taking. For example,
I thought it was inappropriate to take notes in the social area of the school staff room.
In this case, I had to write up my observations in the evening, or move into the work
area adjoining the main staff room and ‘make out’ that I was working! When the
research is covert, note-taking during observation is usually impossible. In most situ-
ations note-taking is not a usual or acceptable activity. The exception is when writing
is an integral part of the participant role, as it might be if one were observing student
behaviour in lectures, for example. Here covert note-taking is feasible. Interestingly,
the researchers in Rosenhan’s (1982) study of psychiatric hospitals, who posed as
patients, found that they could make notes fairly openly on the wards. Their ‘contin-
ual writing’ was interpreted by staff as further evidence of their insanity!

On occasions, it may be possible for the researcher to play a role in which note-
taking is expected. Whyte (1981), for example, during his fieldwork, acted for some
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time as secretary to the Italian Community Club and therefore kept records of meetings.
Sometimes researchers can take notes covertly, without the cover of a ‘writing role’.
Hammersley (1980), for example, jotted brief notes down on his newspaper when
observing in the staff room of the school he studied.

Where note-taking during observation is not possible, the researcher will have to
retreat to some private area of the field – an office, a tent, even the lavatory – or leave
the field altogether for a period to write up his or her notes. Where the field is offi-
cially constituted for only part of a day, as with schools and many other contempo-
rary institutions, it may be possible to do this when the field has ‘closed down’ – the
evenings or weekends, for example. At these times, memories and hurried jottings
taken in the field can be elaborated, written down, recorded and filed. But it will also
probably be necessary to have more substantial breaks from the field, not only to
catch up on note-taking, but to organize, examine and analyze data and to reflect on
the research itself. These breaks from data collection are essential to plan future data
collection effectively and also to recuperate from the stresses and strains of fieldwork.

It is perhaps impossible to over-stress the dangers of spending too much time in
the field and too little time recording and analyzing data. As Lacey (1976) pointed
out, there is a tendency to fall into the ‘it’s happening elsewhere’ or ‘it’s happening
when I’m not there’ syndrome. Researchers often feel that they have to be in the field
all the time and preferably in several places in the field at once. If they succumb to
this temptation, the result is often forgotten, and therefore wasted, observations
and/or an overwhelming mass of unanalyzed data.

Field notes vary in form, and individual researchers usually develop their own par-
ticular style and organization. Some use notebooks and divide pages into sections for
descriptive accounts and analytical or methodological reflection. My own preference
is for files from which I can take out pages easily for copying or reorganization.
Some researchers type out their notes in full, others write notes in their own idio-
syncratic shorthand. Some make extensive use of diagrams, especially to record the
organization of physical space in the field, others prefer the narrative form.

Whatever the style or format, it is essential that notes contain basic information –
date, time, place and so on – and any other information about the context of an event
or behaviour that may be relevant. It is also important to distinguish clearly between
verbatim records of speech, summaries of events, and interpretations, and to note
any uncertainties in one’s account. Some space should also be given in field notes to
an assessment of reactivity and to methodological reflection in general.

Once notes have been made, they must be organized in such a way that informa-
tion can be located and retrieved fairly easily. This will require some sort of cata-
loguing and indexing system, perhaps using a computer system. In fact, the organization
of data into sections, categories and themes for this purpose forms part of the analy-
sis of the data which proceeds alongside data collection.

AAccttiivviittyy  33..1100  ((aallllooww  aabboouutt  4400  mmiinnuutteess  iinn  ttoottaall))

In this activity I would like you to try a short piece of less-structured observa-
tion. Again, choose a setting in which it would be relatively easy to observe.
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Think briefly beforehand about the sort of things you want to focus on, and then
spend a short period (say, about 10 minutes) observing. Try to make notes
during the observation. If you are unable to do this, then write down your
observations as soon as possible afterwards.

When you have completed your account, go over it carefully:

• Do any fruitful lines of enquiry or analysis suggest themselves?
• What do the data tell you about the perspectives or culture of your subjects?
• Finally, what difficulties did you encounter in collecting observational data in

this way?

Using Technology
Paper and pencil are the basic tools of the trade, but in our increasingly ‘high tech’world
electronic recording devices are frequently used. Whether to use such devices – the
most common being audio or video recording – as aids to observation is a question
common to both main approaches to observational research. Their advantage is that
they provide a more complete and accurate record of behaviour and can be used to
supplement or check data records produced by the researcher, such as field notes or tal-
lies produced by systematic observation. They may therefore be useful in assessing the
validity of data recorded live. Using audio or video recordings, it is also possible to
conduct a more careful and sometimes more complex analysis of data, since we can
stop and replay the recording in order to consider the coding or categorization of the
data. Audio or video recording may actually be essential in some studies where infor-
mation is needed on the details of interaction and/or on the specific language that is
used, as in conversation analysis. This was the case, for example, in a study by Tizard
and Hughes, which compared young children’s language development in the home and
in nursery schools (Tizard and Hughes, 1984; see also 1991 for a discussion of method-
ology). The researchers designed tunics for the girls to wear (the study observed girls
only) which contained small, unobtrusive microphones. These microphones recorded
the actual conversations between parent and child, and teacher and child. These data
were supplemented by direct observation to record the context of the conversations.

On the other hand, electronic recording is not cheap and permission to record may
not always be easy to obtain. Observation may therefore be limited to certain settings
or sub-settings. Where permission is obtained, it is likely, particularly with video
recording, that reactivity will increase. This problem may reduce as subjects become
accustomed to the presence of recording equipment, and it may be less significant
than in the past as modern equipment is more compact and unobtrusive. Neverthe-
less, reactivity is a serious drawback.

There is also the danger that the researcher may be swamped by a large amount
of data far beyond what is necessary or possible to analyze. When electronic record-
ing is possible, there is a great temptation to avoid selection decisions and to try to
record almost everything. For the purposes of data analysis, it is usually necessary
to have a written record of verbal interaction. Audio and video tapes therefore have
to be transcribed, a process which is extremely time-consuming and sometimes
difficult if the recording quality is poor.
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This last point draws attention to the technical problems that can occur. Recording
devices can fail and important data can be lost. Furthermore, it is important to realize
that recording equipment cannot provide a complete record of behaviour. Audio
recording obviously misses non-verbal communication and video has a restricted
visual range. Neither method can adequately record complex verbal interaction
between a large number of subjects, such as that which occurs in a school classroom
where pupils are working on a variety of assignments simultaneously. Nor can they
provide an adequate record of the wider social context in which behaviour occurs.

Audio and video recordings are by no means the only example of technological
aids used in observational research. Stopwatches are often used to time the duration
of behaviour precisely. Sometimes, still photography has been used to provide a
record of behaviour at particular instants or, where repeated photographs are taken,
of changing spatial patterns (see, for example, Bell, 1990). Electronic devices are
sometimes used to record observations directly into computer data bases. For exam-
ple, in the study I mentioned earlier on mother–infant interaction by Vietze et al.
(1978), observers used a 12-button keyboard connected to a cassette recorder to
record their observations. The data were then transferred automatically to computer
disc. More sophisticated equipment is becoming increasingly available.

Another interesting example of a technological aid to observation was used by
Bechtel (1970) to study standing and movement patterns among museum visitors.
He called the device a ‘Lodemeter’. It consisted of many pressure-sensitive pads
covering the floor of a large room, and every time a person walked on a pad a counter
increased by one. In this way, Bechtel was able to build up an accurate picture of
which areas of the room were most used.

Of course, technology is not only used as an aid to recording. Sometimes devices
are used to ensure that observation is unobtrusive. Serbin (reported in Pellegrini,
1991), for example, used binoculars to observe children’s play from a distance.
Another, rather amusing, example was the use of a periscope by Middlemist et al.
(1976) to help study the effects of the invasion of personal space on stress levels. The
setting was a three-urinal men’s toilet and the subjects were toilet users whose
personal space was ‘invaded’ by a confederate to the study. Subjects’ stress levels
were measured by delays in the onset of urination and a shortening of its duration.
Urination was observed by a researcher in a nearby toilet stall with the assistance
of the periscope! One wonders whether anything is considered private by some
researchers!

AAsssseessssiinngg  tthhee  VVaalliiddiittyy  ooff  OObbsseerrvvaattiioonnss

As with other research data, we must always be concerned about the validity and
reliability of observations. Validity refers to the extent to which observations accu-
rately record the behaviour in which the researcher is interested. One aspect of validity
is reliability. This refers to the consistency of observations, usually whether two (or
more) observers, or the same observer on separate occasions, studying the same behav-
iour come(s) away with the same data. Of course, if observational techniques are
unreliable they are highly likely to produce invalid data.
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Threats to Validity
The validity of observational data can be threatened in a number of ways. First, there
is the possibility of reactivity – both personal and procedural. In this case, actual
observations of behaviour may be accurate, but subjects do not behave in the way they
normally behave. Personal reactivity occurs when subjects behave differently because
of the personal characteristics or behaviour of the observer. They may behave in
particular ways because the observer is male or female or belongs to a certain ‘racial’
or ethnic group, or because he or she dresses or conducts him or herself in a particu-
lar way. What is important here is how the subjects perceive the observer, how they
interpret his or her behaviour, and how they behave as a result. Where two or more
observers are involved, as in many more-structured observations, and subjects react
differently with different observers, then problems of reliability emerge too.

Procedural reactivity occurs when subjects behave differently because they know
they are being studied or observed. They change their behaviour in response to the
procedures involved in the process of observation itself. This form of reactivity is
most marked in experiments where subjects are often placed in ‘artificial’ situations
and what goes on is deliberately manipulated. However, it is eliminated altogether in
covert research where the subjects are unaware that they are being observed. Where
procedural reactivity is high, the ecological validity of the observations – the extent
to which they can be generalized to other settings – will be in doubt.

A second possible threat to validity comes from the inadequacies of the measur-
ing instruments used in the observation. The preconceived categories of an observa-
tion schedule may be unsuitable or inadequate for describing the actual nature of the
behaviour that occurs. They may ignore aspects of behaviour which are important
given the aims of the research, or may force the observer to code behaviours which
are significantly different under the same category. As a result, the descriptions pro-
duced by the observation system may be invalid. Techniques used in ethnographic
research may also be inadequate. Selectivity in note-taking, and the distortion that
can occur when the researcher relies upon memory to write field notes, can be signif-
icant sources of error.

A third potential threat to validity comes from observer bias. All observers have
particular cultural knowledge and approach observation from particular theoretical
and sometimes political standpoints. These subjectivities can affect what behaviour
is selected for observation and how this behaviour is interpreted and recorded. They
may therefore result in invalid data.

In more-structured observation, precisely what is to be observed is set out in
advance and is clearly a product of the researcher’s theoretical ideas. But in this type
of observation the aim is to minimize the effects of observer subjectivity by ensuring
that all observers observe behaviour in the same way and follow the same coding
rules. Unfortunately, there is sometimes inconsistency in the way rules are applied
by different observers (and sometimes by the same observer on different occasions).
This happens particularly when there are ambiguities in the coding system or where
coding requires inferences about observed behaviour.

Ethnographers have more often been accused of allowing their theoretical and
political preconceptions to bias their observations. Perhaps the potential for this type
of bias is greater with ethnography because what is to be observed, and how, is not
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systematically set out before the observation begins. The work of the anthropologist
Margaret Mead (1943), on the island of Samoa, has been criticized on these grounds.
Freeman (1984) has suggested that the conclusions she came to about the stress-free
nature of adolescence there were to a considerable extent the product of her own pre-
conceptions. His observations revealed rather different experiences and behaviour
among young people. One of the weaknesses of ethnographic research is that it is
largely the product of the ideas, choices and negotiation strategies of an individual
researcher. As a result, the picture produced by one researcher of a group or institu-
tion may be very different from that produced by another.

A related threat to validity arises from misperception or misinterpretation of behav-
iour. The observer may simply misunderstand the ‘real’ nature of the behaviour he or
she observes. This is more likely when behaviour is complex or when the observer is
unfamiliar with the social situation and the meanings which are in play. For example,
in my own research in a multi-ethnic school, I observed a situation in which a white
adolescent boy called an Afro-Caribbean boy a ‘nigger’. I initially interpreted this as
a clear instance of racial abuse. However, I discovered later that the two boys were
the best of friends and regularly swapped racial insults as a way of reinforcing a sense
of camaraderie. My initial observation was clearly invalid (if we define ‘racial abuse’
as implying negative evaluation of the person to whom it is directed).

Ways of Assessing Validity
How, then, do observational researchers assess the validity of their observations?
One method is to check the reliability of research techniques. The main way of doing
this is replication. Sometimes whole studies are repeated using the same proce-
dures, with different observers. At other times, parts of a study may be repeated.
Replication is more feasible in experiments and studies involving more-structured
observation, where procedures are clearly specified and therefore can be fairly easily
repeated.

One form of replication involves examining the extent of agreement between
two observers of the same behaviour. This technique is more often used in more-
structured observation. Here it usually involves comparing the individual coding
decisions of two observers to see to what extent they agree. This is termed absolute
agreement. Alternatively, it may involve comparing their overall coding results to
see whether the total number of behaviours allocated to the categories of the schedule
tally. This is called marginal agreement. Obviously, absolute agreement is a much
stronger test of the reliability of observations, but it is not always possible to con-
duct such a test with all observation systems. Inter-observer agreement is usually
worked out for each variable in the observation system and can be expressed as the
proportion of instances when the two observers agree on appropriate coding.

Replication is not usually feasible in ethnographic research. Procedures are not
prestructured, and the course of the research is very much a product of the ideas and
personal idiosyncrasies of the researcher and the way he or she interacts with sub-
jects. Moreover, procedures are not usually recorded in sufficient detail to allow
another researcher to reproduce them in the same way. The nearest ethnographers
come to replication is the re-study. The same group or institution is studied again
some time after the original study (see, for example, Burgess, 1987). Re-studies
provide limited information on reliability because, although the research setting may
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be the same, the research questions and procedures, the sub-settings, subgroups and
individuals studied are often very different. Moreover, in the period of time since the
original study, the group or institution will probably have changed considerably and
differences in data and conclusions may be the product of these changes.

Techniques such as reflexivity, triangulation and respondent validation are more
often used in ethnographic research to assess validity. Reflexivity involves the con-
tinual monitoring of, and reflection on, the research process. During and after the
fieldwork, the researcher tries to assess the extent of his or her own role in the
process of data production and how the data were affected by the social context in
which they were collected. Reflection during data collection may influence the
process of future data collection because it may throw up methodological hypothe-
ses and suggest alternative ways of collecting data. When the fieldwork is complete
it forms the basis of the researcher’s own methodological assessment of the data.

Sometimes researchers provide readers with a reflexive account of their work in the
form of a natural history. These are sometimes contained in methodological appen-
dices to the main work (see, for example, Whyte, 1981) or published separately (see,
for example, Burgess, 1984b). These accounts can be useful to the reader in assess-
ing the researcher’s role in the production of data and the conclusions of the study.

Triangulation is more a direct check on the validity of observations by cross-
checking them with other sources of data. If a researcher’s conclusion is supported
by data from other sources, then we can be more confident of its validity. Triangulation
can involve comparing data on the same behaviour from different researchers (as
in reliability checks in more-structured observation) who possibly adopt different
roles in the field. Alternatively, it can involve comparing data produced by different
methods – for example, observational data can be compared with interview data – or
it can involve comparing data from different times, sub-settings or subjects.

Comparing data from the researcher’s observations of behaviour with data from
the various subjects involved is one form of respondent validation. Here the aim is
to check the validity of the researcher’s observations by reference to the subjects’
perceptions. This may take a number of forms. The researcher may discuss his or her
observations with subjects, asking them whether they feel the observations are accu-
rate and what their perceptions of a particular incident were. Alternatively, the
researcher may ask participants to supply written accounts of a particular instance or
period of behaviour. These can then be compared with the researcher’s own obser-
vations. Ball (1981), for example, in his study of mixed-ability teaching in a com-
prehensive school, sometimes compared his account of lessons with those provided
by teachers. And, finally, the researcher may feed back his or her observations to
subjects and ask for their comments (see Ball, 1984).

The advantage of such techniques is that the researcher may be able to access
important additional knowledge about the behaviour under consideration – for
example, about the thoughts and motives of subjects, their perceptions of the behav-
iour of others, and about the social context in which the behaviour occurred – which
is not available from observation. They may also provide a valuable alternative per-
spective on the behaviour that occurred, as well as useful information on subjects’
perspectives. As Fielding (1982) found in his study of the National Front, they may
also be a useful way of encouraging the involvement of subjects in the research.

However, respondent validation does not automatically ensure the accuracy of
data. Subjects may be more concerned to manipulate the impression of behaviour
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which is contained in the data as a way of enhancing or protecting their own interests.
Their accounts may therefore present behaviour in certain ways or may give partic-
ular interpretations of that behaviour. These accounts will, of course, be influenced
by the social context in which they are delivered, and by their perception of the
researcher and of the use to which the data will be put. Moreover, it is important to
recognize that subjects’ accounts of their actions and perceptions are reconstructions
from memory, which may not necessarily correspond to their thoughts or perceptions
at the time the behaviour occurred. We must recognize and try to assess, too, the
potential threats to validity in respondent accounts.

CCoonncclluussiioonn

In this chapter I have introduced you to the different styles and techniques
used in observational research. I identified two basic styles: more-structured
observation, and less-structured or ethnographic observation. Although
there are clear differences between the two styles, I do not want to leave
you with the impression that they are opposed and mutually exclusive.
I must emphasize that observational research often involves both styles
and that, at times, both raise similar issues and problems.

All observers have to gain access to subjects. In a narrow sense this
means getting to a physical position from which subjects can be
observed. But it also often means developing relationships with subjects
so that, as far as possible, the way they behave ‘naturally’ can be observed.
Similar ethical problems – concerning deception, invasion of privacy and
harm to subjects, for example – are involved in both styles; and in both
styles decisions have to be made about what to observe. In more-
structured observation, those decisions are more likely to be made before
the actual fieldwork; whereas, in less-structured observation, decisions
are made during the course of fieldwork itself. Nevertheless, researchers
must choose what to focus on and select appropriate samples. The major
difference between the two styles is that more-structured observation
requires observers to allocate behaviours to preconceived categories of
an observation schedule, whereas less-structured observation involves
written accounts in field notes describing the nature of behaviour in more
detail.

The final section of the chapter considered various threats to the valid-
ity of observational data, and the main ways in which researchers check
validity. Producers of observational research should always be concerned
with the validity of their data. Observational research will only make a
useful contribution to the bank of public knowledge if we can be reason-
ably confident of its validity. Readers of observational research should
also keep matters of validity in the forefront of their minds. A considera-
tion of such matters is essential to any assessment of research. As pro-
ducers and consumers of observational research, we can never, of course,
be absolutely sure of the validity of observations, but we must decide and
make clear to what extent confidence in that validity is justified.
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KKeeyy  TTeerrmmss

AAssccrriibbeedd  cchhaarraacctteerriissttiiccss characteristics which (e.g.) the researcher is
presumed by others to have because of some aspect of his or her appear-
ance or behaviour.

CCoovveerrtt  rreesseeaarrcchh projects where those who are the ‘subjects’ of the
research are not aware of the fact.

FFiieelldd  nnootteess records kept by the researcher (particular participant
observers) which record what they have observed, but also detail events,
problems, feelings, things said to them, foreshadowed ideas, links to previ-
ous knowledge or belief, etc. Field notes may be a valuable source of data in
all research and are often the only source for participant observation
research.

GGaatteekkeeeeppeerrss people ‘through’ whom it is necessary to pass in order to
gain access to the research situation. These will often be formally constituted
as gatekeepers – access to school classes, for example, requires the permis-
sion of the Head Teacher, and access to National Health Service premises for
research requires the permission of the Local Research Ethics Committee.
Others may also be ‘unofficial’ gatekeepers, however – the experienced ‘old
hand’, or the union representative, without whose approval and cooperation
you are unlikely to get the cooperation of anyone else in the setting. 

HHoolliissmm considering a situation or context or person as a whole.
HHyyppootthheettiiccoo--ddeedduuccttiivvee  mmeetthhoodd the development of theory by deduc-

ing hypotheses which have to be true if the theory is true, or which dis-
tinguish between theories, and subjecting them to empirical test.

NNaattuurraalliissmm trying to disturb the natural situation as little as possible
in the course of research 

OOppeerraattiioonnaalliissaattiioonn turning concepts into measurable variables. For
example, ‘intelligence’ is measured by the ability to answer conceptual
questions or the speed with which problems can be resolved; ‘trust’ is
measured by the number of circumstances in which one person says he
or she would feel able to rely on another. 

OOvveerrtt  rreesseeaarrcchh research where the ‘subjects’ of it are aware of its existence. 
PPaarrttiicciippaanntt  oobbsseerrvvaattiioonn conducting research by joining a setting and

playing some role within it.
RReeaaccttiivviittyy the production of difference by the research itself. We

distinguish between ‘personal reactivity’, where the character, appear-
ance, speech or behaviour of the researcher produces effects which might
not otherwise have occurred and ‘procedural reactivity’, where the way in
which the research is conducted (or even the fact that the situation is a
research one) produces effects different from what might have occurred
in the undisturbed natural situation.

RReefflleexxiivviittyy awareness of the impact of the procedures and the charac-
teristics of the researcher, and the particular events which happened to
occur during the study, on the nature of the data collected. Awareness that
the researcher’s preconceptions and latent interests may shape the con-
clusions drawn from the data.

(Continued)
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(Key Terms continued)

RReepplliiccaattiioonn running the study again on fresh participants, using precisely
the same methods.

RReessppoonnddeenntt  vvaalliiddaattiioonn obtaining the view of the respondents on
whether the research data and/or conclusions are valid. 

RRee--ssttuuddyy undertaking a study which attempts to repeat work already
carried out with the same or comparable participants.

TTrriiaanngguullaattiioonn bringing more than one method or researcher or source
of information to bear on the same area of investigation.

FFuurrtthheerr  RReeaaddiinngg

More-structured observation
Smith, H.W. (1975) Strategies of Social Research, ch. 9, Englewood Cliffs, NJ, Prentice-Hall.
Webb, E., Campbell, D.T., Schwartz, R.D. and Sechrest, L. (1966) Unobtrusive Measures: Non reactive
Research in the Social Sciences, Chicago, Rand McNally.

Less-structured research
Burgess, R.G. (1984) In the Field: an Introduction to Field Research, London, Unwin Hyman.
Hammersley, M.I. and Atkinson, P. (1983) Ethnography: Principles in Practice, London, Tavistock.

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  33

This chapter has examined ways of carrying out observational research. In out-
lining your research proposal you should consider the following questions:

1 Is observation likely to be the main research method employed in your study?
2 If not: could observation be used with profit in the preliminary stages of the

project, to explore an area which can then be studied more fully using other
methods, or towards the end of the project to supplement or provide a check
on data collected by other methods?

3 What degree of structure should be used in the observation? (In addressing
this question, pay attention to the nature of the problem being investigated,
your theoretical and methodological approach and the constraints imposed
by the social context and by what is practicable.)

4 Will there be problems in negotiating access, and how might these be overcome?
5 What kind of observational role should be adopted? (In considering this

question, take account of the research problem, the nature of the setting, the
means of gaining access and the degree of structure to be achieved.)

6 What should be observed? Should some form of sampling be involved?
7 How should data be recorded? (In addressing this question, pay particular atten-

tion to the type of observational method and observational role to be adopted.)
8 What are the potential threats to validity, and how can they be overcome?
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4

Asking Questions

Michael Wilson and Roger Sapsford

Social scientists use a wide range of techniques to collect their data.
Structured observational methods, for example, require the systematic
observation of behaviour, but without direct questioning of the people
observed. Participant observation may involve asking questions, but the
questions arise naturally in the course of observation rather than as part
of a more explicit researcher’s role (though participant observers often do
employ more formal interview methods as well). This chapter is con-
cerned with methods of data collection that explicitly involve interviewing
or questioning individuals.

CCoommppaarriissoonn  ooff  MMeetthhooddss

Interview and Questionnaire Methods
This chapter covers the following techniques of data collection:

1 Face-to-face interviews employing an interview schedule: a standard schedule is
used for each respondent, in which the questions have the same wording and are
asked in the same order. The ability of the interviewer to vary the wording of
questions or the order in which they are asked is strictly limited.

2 The telephone interview: a variant on the face-to-face interview using a schedule
but conducted on the telephone. This is an increasingly common choice of data
collection method because of its speed and comparative cheapness. It is much
favoured by market researchers. Telephone interviews are, of course, not ‘face to
face’ and some of the non-verbal cues which affect the interaction between inter-
viewer and respondent are missing – body language, for example – but, in terms
of a personal and social interaction between respondent and interviewer, they
have much in common with true ‘face-to-face’ interviews.

3 Postal questionnaires: most people are familiar with these because of their wide-
spread commercial use to collect market information. Here, respondents are
asked to read the questions and to answer either by ringing or ticking one of the
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‘answer boxes’ provided; or, less likely, to write in their own ‘free response’ to a
question.

4 Face-to-face interviews in a free format: these are conducted, approximately, like
natural conversations between two people. They are often tape-recorded in full
for later analysis; although the interviewer may take continuous and contempo-
raneous notes, this is difficult to do while concentrating on the management of
the interview. Note-taking can also be more obtrusive than tape-recording.
Although ‘naturalistic’, interviews such as these are managed to a large extent by
the interviewer, who sets the agenda of questions, probes more deeply into issues
of interest with supplementary questions and records the answers and the dis-
cussion. They do not use standardized schedules (like methods 1, 2 and 3) but the
interviewer will use a list of topics even if the wording of specific questions is
not standardized.

Three dimensions will be used here to compare methods of asking questions: pro-
cedure, structure and context. Two of these dimensions are closely linked, the pro-
cedural and the structural; although they may be distinguished conceptually, it is
useful to deal with them together. The reason for this close linkage will become clear
as you read through the next section.

Procedural/Structural Factors
The first dimension on which methods of data collection may be compared is that of
the procedures that are employed. At one extreme of the dimension or continuum of
procedures lie social science methods, such as the laboratory-based psychology exper-
iment, which try to imitate those of the natural sciences: the positivistic methods of
investigation which seek to reproduce the controls over variables that the exact or nat-
ural sciences hold to be their particular strength. An important set of issues, from the
social scientist’s point of view, is concerned with the reaction of human subjects to the
knowledge that they are being investigated – and in this respect human subjects differ
most markedly from the inanimate objects of natural science investigations. Simply to
know that one is a research subject can change the subject’s expressions of beliefs and
attitudes, not to mention behaviour, in a way that can produce results that are artificial
and of only poor application to the natural world of human interaction.

At the other extreme of the procedural dimension lies the naturalistic interview
between researcher and respondent. This takes the form of a conversational type of
interaction between investigator and respondent. Obviously, the respondent usually
knows that the interview is a research one, but the form of the questions follows a
natural line through the respondent’s replies, which are recorded in full for later
analysis rather than being summarily reduced to a ‘measurement’ or series of mea-
surements. The ideal in the naturalistic or unstructured interview is to approximate
the ‘feeling’ of the unforced conversations of everyday life. The naturalism of this
sort of interview means that many extraneous variables, which might well change the
information being collected, are uncontrolled. Other people, such as partners, friends
or children, may be present and may well join in the interview and have an effect on
what the respondent says, although the interviewer will try to avoid this if at all pos-
sible. The settings of the interviews are everyday ones, such as the respondent’s
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home or workplace, not the laboratory. Above all, the questions asked and the wording
used are not closely prescribed but are ‘situational’ in order to maintain naturalism.
In terms of procedures, then, the naturalistic interview is at the opposite end of the
spectrum from the experiment.

As all methods of data collection entail some degree of structure, the comparison is
between highly structured and less-structured methods. A highly structured method of
asking questions is one in which the procedures of data collection are carefully laid
down so that individual interviewers are required not to depart from them in any way.
Questions, for example, are worded in the same way and should be asked as written (in
interview schedules and questionnaires), in the same order, and the responses should be
categorized according to the response categories which the research designer has pro-
vided. Often the respondent does not follow the procedures of the interviewer and will
ask for clarification of a question’s meaning or will give a response which is not easily
categorized. In these cases, the interviewer is provided with prompts, which allow sub-
sidiary information to be given but which, again, follow a set routine; that is, even the
prompts are highly structured and minimize the opportunities for the interview to move
towards an agenda of interest which is determined by the respondent rather than the
researcher, whether wholly or partly. Highly structured methods also discourage the
interviewer or data collector from departing from the design for data collection that
the researcher has laid down. Certain types of laboratory experiment (in which the inter-
action between subject and researcher is prescribed in detail) represent a highly struc-
tured method of data collection. So do postal questionnaires, in which each respondent
receives a copy of the same questionnaire and is expected to complete it in the same
order, following the same questions. As we shall see in the next section, there is little
control over the way in which a respondent completes a postal questionnaire, but the
principle remains the same: an invariant structure for eliciting information, preferably
information given by the respondent and not by someone else!

Less-structured methods of data collection include the naturalistic or unstructured
interview. Here, the questions are not asked in an invariant order (although some
agenda of questions or topics is determined by the interviewer) and the phrasing
of each question can be varied according to what has gone before, what the interviewer
has already found out, and according to the respondent’s understanding. The interview
appears less artificial, more natural, than a structured interview and more resembles a
conversation between equal participants. The idea of prompts in the structured sense is
unnecessary because supplementary questions can be put according to the replies
received, in a way that does not interfere with the natural flow of conversation.

There are advantages and disadvantages to both highly structured and less-
structured methods; in no sense is it true to say that one is to be preferred to the other
or that one is more objective than the other. The examples given in this chapter show
the range of ways of asking questions and allow a detailed comparison to be made
between methods of differing degrees of structure.

Contextual Factors
The contextual dimension of data collection includes a number of issues and is, per-
haps, less of a single dimension of comparison than the procedural and structural
ones, but the effect of context on responses is sometimes a critical one.
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First, the terms on which the interview has been agreed to is important. What
status does the interviewer claim (often implicitly rather than explicitly) as giving
him or her a right to ask questions about the respondent’s personal beliefs, opinions
or status? What, in other words, is the legitimacy of the interviewer? At one extreme
of this comparison lies the market research interview, conducted in the street or
(more commonly nowadays) over the telephone. Although small rewards for coop-
eration are frequently offered (small sums of money, free samples or gift vouchers),
there is little in it for the respondent. At the other end of the spectrum lies a request
to take part in ‘scholarly’ research, which may be of little direct use to the respon-
dent but which enlists a sense of altruism as a motivation.

The context of interviewing affects response rates greatly. Market research
interviews often achieve a response rate of less than 50 per cent, mainly through
refusals rather than failure to contact selected respondents. But ‘scholarly’
research also often fails to achieve good response rates. Morton Williams (1990)
argues that good response rates are most difficult to obtain in surveys of the gen-
eral public on topics not directly relevant to their lives. For example, Van Dijk
et al. (1990), in a large-scale study of the experience of crime in 17 countries, con-
ducted over the telephone, achieved response rates of only 45–60 per cent. At the
other extreme, surveys of patient satisfaction in hospitals, where patients perceive
that the results might be of direct use to them, often lead to response rates of nearly
100 per cent.

Another important aspect of context is the perception of the interviewer’s char-
acteristics by the respondent; that is, the way in which the respondent will ascribe
beliefs and opinions to the interviewer on the basis of visible characteristics such
as accent and dress (perceived social class), ethnic origin, or gender. Ascribed
characteristics (or the perception of them) can affect replies received, so that inter-
viewers with different ascribed characteristics will receive different replies to the
same questions. This is known as inter-interviewer variability and its source lies
in the respondents’ ‘reading’ of the characteristics of the interviewer. An experi-
ment (a British one) in which an actor, alternately using a middle-class and a
working-class persona (using changes of accent and of dress), approached subjects
at a railway station asking for directions, showed how the subjects’ perceptions of
the ‘interviewer’ changed their responses (Sissons, 1970). Subjects were chosen
randomly so that selection biases were controlled. The different ratings of ‘help-
fulness’ which were received, depending on whether the working-class or the
middle-class persona was presented, varied significantly in favour of the middle-
class persona.

In general, any ascribed characteristic of the interviewer (that is, one which is
relatively unalterable, such as skin colour or accent) can bias the responses obtained
in any sort of interview. The best practice to minimize this sort of interviewer bias is
to match the ascribed characteristics of interviewers with respondents (so that blacks
interview blacks, women interview women, and middle- or working-class people
interview their class equals).

Finally, under ‘context’, the power relations between interviewer and respondent
are important. Perceptions that the interviewer is in a position to influence (for bad
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or for good) the respondent’s life chances in a direct way (rather than as a member of
a group) can alter the nature of the responses or even the willingness to take part.
Simkin’s study of the psychological well-being of the long-term unemployed recruited
a suitable sample through the local Job Centre (Simkin, 1992). She acknowledged
the problems that this caused and the likelihood that she, as researcher, would be
associated with the Job Centre regime and particularly with the government’s ‘avail-
ability for work’ tests, which seek to disqualify people from unemployment benefit
(which is not means-tested and is paid at a higher rate than Income Support) if for
any reason they are not immediately available to work – through mental ill health,
for example.

Choosing Between Methods
It is probably clear to you that the three dimensions of comparison of data-collection
methods are therefore not entirely clear-cut or exclusive. In particular, methods
which embody a high degree of structure are also ones in which the procedures for
data collection are closely specified. Nevertheless, structure and procedure can be
distinguished, and will be in the remainder of this chapter.

The term ‘unstructured interview’ is also a misnomer because a completely
unstructured interview is impossible. Natural conversations have a structure;
unstructured interviews also have a structure – often not quite the same structure as
that of natural conversations. An interview conducted in an unstructured style still
contains a degree of control of the interview process by the interviewer. The fact that
the interview is more naturalistic (i.e. it reflects better the normal rules of conversa-
tions such as ‘turn-taking’) should not disguise the issue that the interviewer has a
focus (or series of foci) for what is being asked and may introduce topics as she or
he sees fit. Thus the term ‘less structured’ is preferable to ‘unstructured’ and one
should think of the dimension of structure as a variable, ranging from highly to less
structured methods.

There is no single best way of collecting data; the method chosen depends on the
nature of the research questions posed and the specific questions you want to ask
respondents. The aim of all methods is to obtain valid and reliable data – true
answers to questions, not distorted by the methods of collection or prone to chance
fluctuation – which can be used as the basis for credible conclusions. The methods
differ, however, in how they guard against threats to validity and what price the
researchers are prepared to pay, in terms of potential invalidity in one area, to
strengthen their claim to validity in another.

HHiigghhllyy  SSttrruuccttuurreedd  MMeetthhooddss

There are two main structured forms of asking questions: the interview schedule and
the self-administered questionnaire. They share the need for questions to be unam-
biguous and easy to read, so that what he or she is supposed to do is entirely clear
to the interviewer and/or respondent.

Asking questions 97

04-Sapsford -3330-04.qxd  11/16/2005  3:08 PM  Page 97



AAccttiivviittyy  44..11  ((1100  mmiinnuutteess))

What, if anything, is wrong with the following questions?

1. Gender Male Female

2. Age ________________

3. Are you married? Yes No

4. Age of spouse ________

5. Ethnic group: White
Black Caribbean
Black African
Indian
Chinese/Japanese

6. Monthly take-home pay: Nothing
Up to £100
£100–£200
£200–£400
More than £400

7. Do you agree with the following?

Family is more important than work Yes No

Children’s interests come before everything Yes No

Children should not be allowed to come to harm Yes No

Answers:

• The ‘questions’ are too abrupt. It would be better to spell them out – ‘Which sex
are you?’, ‘What age are you?’– as this will read as more polite on a self-administered
questionnaire and will give the interviewer something standardized to read out if
the schedule is interviewer-administered.

• Even if an interviewer is being used, the questions need to include instructions
on what is to be done – e.g. ‘ring one of the answers’.

• Some degree of ‘routing’ is required after Q3 – a large arrow from ‘No’ to Q5,
or an instruction not to answer Question 4 if the answer to Question 3 was ‘No’ –
to save asking the respondent for the age of a spouse which he or she doesn’t have.

• The concept ‘married’ is thoroughly ambiguous. By ‘yes’ do we mean

– legally married and residing with spouse
– legally married but currently separated
– ever legally married, even though spouse may now be dead or divorced.

And what about people who are living together ‘as husband and wife’ but are not
legally married?

• In Q5 the categories do not cover the field: where do people of Pakistani origin
or Koreans describe themselves. (At the very least, an ‘Other’ category is
needed.) It is also not clear where someone with a brown skin and Indian parents
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who regards himself as British would put himself – the question conflates
skin-colour and original family nationality very crudely.

• In Q6 the categories overlap – someone taking home £200 per month has two
places in which to inscribe him/herself.

• The third item under Q7 is a bad one – what does it mean to say that you don’t
agree with a proposition that children should not . . . In general, double negatives
should be avoided.

Thus a certain amount of work can be done to ensure the success of a structured
survey before it ever leaves the office.

Interview Schedules
Although interviewer-administered schedules and self-administered questionnaires
have many points in common, the interviewer-administered schedule allows for
more control over the interview than does the self-administered questionnaire, which
is either sent by post or administered to a group such as a class in a school. The inter-
view schedule should be used by a trained interviewer in order to ensure that it is
applied in a standardized way, as we shall see. The self-administered questionnaire
is, by definition, controlled by the respondent who is untrained, and it therefore calls
for a more sophisticated layout and preparation than one which can be ‘corrected’ by
a trained interviewer in the course of the interview. This is particularly true if the
schedule/questionnaire is at all complicated by routing instructions, such as ‘If you
answered “yes” to question 14 go to question 16’, or what American social scientists
call ‘skip questions’. A trained and experienced interviewer will be less confused by
such skip questions than a once-only recipient of a questionnaire.

Typically, an interviewer will have been trained to be non-directive and non-
judgemental in administering an interview schedule, especially in dealing with queries
raised by the respondent. This can make replies sound rather ‘wooden’ and artificial.
If a respondent is nervous about the interview, cold or stilted replies may well inten-
sify his or her reluctance to continue. Interviewers, after training and experience, are
encouraged to adopt a positive tone of voice and to smile or nod, whatever the reply,
as a way of encouraging the respondent. Such non-verbal behaviour is just as much
a prompt as a spoken follow-up question. Both sorts of prompting – verbal and
non-verbal – introduce a variation in the social interaction between interviewer and
respondent which is far from fully controlled and may introduce an unknown source of
bias into the recorded responses. But prompting of different sorts is essential to any well-
conducted interview, and the effects which it, and certain characteristics of the interviewer,
may have on the respondent’s replies has to be regarded as a source of response error.

Response error covers systematic biases which may affect the responses collected
by an interviewer. Systematic bias, as opposed to random bias, is when distortions
of the respondent’s opinions or beliefs tend to occur in one direction only. For exam-
ple, social desirability responding occurs when answers are altered to show the
respondent in a desirable light with respect to the interviewer, including the views
that the respondent ascribes to the interviewer on the basis of external characteris-
tics such as social class or gender. It also describes our preference for socially
approved responses over those which may not be generally approved. This can be
discounted or controlled for by a careful matching of interviewers to respondents so
that discrepancies of social class, ethnicity and gender are minimized and/or by careful
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control of the ‘emotional tone’ of questions. Acquiescence responding is where the
respondent is tempted to answer favourably no matter what the question. It should
be obvious that social desirability and acquiescence overlap and reinforce each other
as sources of response bias. The former can be controlled by careful matching of the
characteristics of interviewers to their sample of respondents and the latter by care-
ful phrasing of questions so that they do not seem to invite one sort of response rather
than another, but this is not always easy and needs careful piloting (see section
below). 

All this leaves the interviewer using a standardized schedule (and the researcher
who designed it) in something of a dilemma. On the one hand, he or she wishes to
make the interview appear as natural as possible by encouraging the respondent to
take part in a ‘conversation’, although a highly controlled and directed one (which is
what is partly meant by a standardized method of data collection). On the other
hand, the interviewer must be sensitive to the respondent’s understanding of the
questions asked and be willing to elaborate or prompt in order to ensure that this
understanding is genuine. To ensure the latter, it is essential that prompts are used,
both verbal and non-verbal.

This leads to a paradox. Interviewers must probe or prompt to ensure a full under-
standing of a question, but even if they follow the ‘best practice’ in non-directive
prompts and non-directive body language, prompts of any sort mean that a different
question has been asked of respondents because they answer to different depths of
understanding. But the essential feature of standardized methods of data collection
is that each respondent is asked the same question, carrying the same meaning, so
that responses are comparable across the sample. In an ideal sense, these are diffi-
cult principles to reconcile. In practice, given the variability and idiosyncrasies of a
team of interviewers, reconciliation of these principles is impossible.

It may be thought that the paradox may be overcome by using one interviewer for
all respondents. But no one individual interviewer can hope to present him or herself
in exactly the same way to each respondent. Interviewers will change with each
different encounter, and so will the necessary prompts, if they are to avoid the
‘wooden’ artificiality which I noted above as a defect of the standardized method of
interviewing. If the interviewer is inflexible, then she or he will either prejudice the
continuation of the interview or bias the responses which are obtained.

In summary, the ideal standardized interview schedule consists of the following:

l The same questions should be asked of every respondent, using the same word-
ing. This is standardization of the questions. The context and procedures of the
method of asking questions should also be standardized, by the interviewer
introducing the research purposes in the same way and by using the same format
for approaching the respondents.

2 There is an assumption that all respondents will understand the question in the
same way. If they do not appear to understand the question as asked and want
clarification, then the prompts or subsidiary information which the interviewer
gives should be non-directive.

3 The respondent should feel motivated to continue to answer further questions;
this is partly a matter of context, partly a matter of the length of the interview
schedule (measured by the average time to complete the interview), and partly

Data collection100

04-Sapsford -3330-04.qxd  11/16/2005  3:08 PM  Page 100



a question of how well the interviewer maintains a motivation to continue the
interview.

4 The interviewer (or a coder1 working after the event) should be able to categorize
the responses to any question into a set of mutually exclusive and exhaustive cat-
egories. A simple categorization, for example, is ‘yes’, ‘no’ or ‘don’t know’.

5 A less simple categorization of responses (and one more commonly used) is a
Likert scale – named after its inventor, R. Likert. Here the responses are coded
by the interviewer, in the field, to one of five or seven mutually exclusive and
exhaustive categories. Typical Likert categories are:

• strongly agree (with a particular statement)
• agree
• neither agree nor disagree
• disagree
• strongly disagree

This is a five-fold Likert categorization. Seven-fold categorizations use three cat-
egories on either side of the ‘neutral’ category of ‘Neither agree nor disagree’.
The language used for the categories will fit the sense of the question and may
invite agreement with a given statement or ask for responses to a question which
the interviewer has to code into a specific category.

Open-ended Questions in Standardized
Interview Schedules
Some schedules use open-ended (uncoded) questions, in which the respondent’s
reply is written down by the interviewer to be classified later into one of a set of
codes. There are rarely more than a few of these in any particular schedule because
of the extra work involved in the data-collection process, but they do have an impor-
tant advantage.

AAccttiivviittyy  44..22  ((1100  mmiinnuutteess))

List the advantages and disadvantages of this kind of question.

Uncoded questions allow the researcher to search the full range of responses
obtained before reducing replies to a set of categories, and the ‘translation’ of replies

Asking questions 101

1 A coder is one of the research team who classifies verbatim responses, which have been
recorded by the interviewer, into one of a set of codes. The questions which need this sort of
post hoc coding are known as open-ended or uncoded questions. They are ‘coded’ but not
by the interviewer in the field (see section on ‘Open-ended Questions’). Coding is discussed
further in Chapter 7.

04-Sapsford -3330-04.qxd  11/16/2005  3:08 PM  Page 101



Data collection102

to coded categories can be done by the researcher in the office rather than by the
interviewer in the field. This means that open-ended questions do not constrain the
respondent’s beliefs or opinions to categories predetermined by the researcher, as
fully standardized methods of data collection must do. Although it is not so appar-
ent with interview schedules as it is in self-administered questionnaires, the respon-
dent can also see that his or her reply is being taken down fully rather than
summarily reduced to a tick in a box, and the sense that their responses are not con-
strained can help to improve the naturalism of this method. However, the interviewer
has to be relied upon to extract the relevant material from what may be a long
response and to discard the irrelevant, and replies to open-ended questions can rarely
be taken down truly verbatim; the potential for bias introduced by the interviewer is
considerable. Another disadvantage to post hoc coding (sometimes called office
coding as opposed to field coding) is that it increases the time and cost of the ques-
tionnaire survey. Many investigators prefer to avoid using open-ended questions;
they are liable to introduce an unknown degree of interviewer bias and to vitiate the
advantage of highly structured methods of data collection: standardization, and
speed and ease of numerical analysis of the results. Chapter 7 discusses how open-
ended responses are coded ‘in the office’.

Self-administered Questionnaires
Questionnaires are just as much highly structured methods of data collection as are
interview schedules. Their chief advantage over interviewer-led methods is that they
are cheap, particularly if they can be group-administered. Even postal questionnaires
are much cheaper than the use of interview schedules, and it is far quicker to conduct
an investigation by questionnaire than by any other highly structured data-collection
method.

However, their response rates are usually low, unless they engage the respondents’
interests or the investigation is perceived as being of direct value to the respondent.
The critical reader should always look to see what the response rate was for an inves-
tigation and also whether any information is given on the characteristics of those
who did not respond, so that some assessment can be made of the representativeness
of the sample. This is desirable, of course, whatever the method of data collection,
but it is particularly important in questionnaire investigations because of low
response rates.

Both closed and open-ended questions may be used in questionnaires, but where
interview schedules may introduce some degree of interviewer bias in the recording
of responses, or the use of prompts or the interaction between the interviewer and
the respondent, different sorts of bias may arise in the use of self-completed ques-
tionnaires. Fundamentally, the investigator has no control over the conditions in
which the data are elicited. It may not be the required respondent who actually com-
pletes the questionnaire, it may be a group or family effort, and the questionnaire
may be completed in any order that the respondent likes, despite the careful order-
ing of the questions which the researcher may have imposed. The degree of literacy
of the respondents must also be carefully considered when evaluating the use of
questionnaires. For example, and it is an extreme one, I once received a research pro-
posal which wanted to survey a sample of functional illiterates by means of a postal
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questionnaire! Completing a questionnaire in a manner satisfactory to the researcher
is a lot to ask of many respondents, and piloting of drafts of questionnaires on sam-
ples which are representative of the target population is essential (see below) both to
gauge the length of time which it takes and to investigate whether the questions are
properly understood by the respondent.

Piloting
A pilot investigation is a small-scale trial before the main investigation, intended to
assess the adequacy of the research design and of the instruments to be used for data
collection; piloting the data-collection instruments is essential, whether interview
schedules or questionnaires are used.

An important purpose of a pilot is to devise a set of codes or response categories
for each question which will cover, as comprehensively as possible, the full range of
responses which may be given in reply to the question in the main investigation. For
this to work effectively, the pilot sample must be representative of the variety of indi-
viduals which the main study is intended to cover. Representativeness is difficult to
guarantee with the small samples that pilot studies necessarily use. It is better to con-
struct a purposive sample for a pilot study so that the full range of individuals and
their possible responses is covered, as far as the range can be known in advance of
the study. Purposive or theoretical samples such as these can be contrasted with
probability samples (see Chapter 2), in which the random selection of individuals in
large numbers gives a reasonable assurance that the sample represents the popula-
tion accurately. Pilot investigations do not attempt to represent, in the statistical
sense, the correct proportions of different types of individuals in the population
because the purpose is not to estimate the true proportions of such types, but to cover
the entire range of replies which might be given to any of the possible questions in the
first draft of a questionnaire or schedule, By covering the full range of replies, the
researcher is then in a position to work out a set of codes or response categories
which embraces the entire range of responses which might be given. This is a counsel
of perfection and, no matter how good the pilot, responses may turn up in the main
study which have not been anticipated in the pilot results.

The response category of ‘Other (specify) …’ is often included in the codes for
closed questions as a way of avoiding a complete foreclosure of the researcher’s or
the interviewer’s options when unexpected and difficult-to-code responses are
obtained, even after the pilot results seem to show that the set of response categories
is adequate and the main investigation has gone ahead. If the interviewer has (cor-
rectly) dealt with a difficult response, it can be treated like a response to an open-
ended question; it can be dealt with in the office rather than coded crudely in the field.

There are other aims, besides the devising of comprehensive coding frames for
specific questions, when piloting questionnaires and interview schedules. These
other aims have to do with the overall design of the instrument rather than with
specific questions, except for points 2 and 5 in the list below. These other aims repre-
sent criteria for an instrument which works effectively as a highly structured method
of data collection. The areas to be explored include:

l Do the respondents understand the question as initially phrased? This is a matter
of using appropriate language according to the sort of research population one is
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dealing with. Interviewing a sample from a population of young working-class
people will require rather different language from that required when interview-
ing a sample from a population of young graduates.

2 Are the potential respondents able to think of the whole range of possible responses
to any particular question or do they need a particular type of prompting?

3 Does the interview schedule or questionnaire take too long to complete so that
pilot respondents are showing signs of impatience?

4 What is the best order for the questions? If questions which are sensitive appear
too early this might jeopardize gaining the information required or even the
completion of the interview itself.

5 Do the questions discriminate effectively between different respondents?
Investigations which simply seek to describe the frequency of occurrence of par-
ticular characteristics in a sample of a population do not need to discriminate in
their questions. Investigations which are explanatory in purpose, however, do
need to discriminate; that is, questions should ‘spread’ the respondents across the
response categories.

Each of these aims or purposes of the pilot will be discussed further.

AAccttiivviittyy  44..33  ((55  mmiinnuutteess))

How, at the piloting stage, would you go about ensuring that the language of a
questionnaire was comprehensible and natural for the respondents?

Appropriate Language On the phrasing and language to be used in formulating
questions the pilot is particularly useful. It is common, in well-designed research, to
have a two-phase pilot study. In the first phase, using the sort of theoretical sample
I specified above – one covering the whole range of individual types which the main
investigation is intended to sample – less structured methods are used; that is, more
naturalistic interview methods, in which the interviewer has an agenda of general
topics, phrased as broad questions, but not the invariant and specific questions of a
finalized questionnaire. The replies can be tape-recorded for later analysis and from
them questions in the appropriate language can be drawn up and an initial set of
response categories or codes devised. In the second phase, using another sample
drawn or constructed in the same way as the first phase, a more-structured technique
is used. This is where a draft of a questionnaire or schedule appears and is adminis-
tered (by interviewer or self-completion by the respondent) in a similar way to the
final instrument. How well the specific, rather than broad, questions are understood
can be assessed, as can the length of the questionnaire or schedule, measured by how
long it typically takes to complete (point 3 above).

Prompting Point 2 in the criteria for an effective instrument of data collection
raises something more subtle about responses to individual questions. Can the
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respondent be expected to articulate (or even to think of) the full range of possible
responses to a particular question? For example, if the research investigation was
concerned with the effect of certain stressful life-events on personal health, the
investigator might ask the question (among others) ‘Have you experienced any
stressful problems in the past year?’ with a view to relating ‘stress’ to health status.

AAccttiivviittyy  44..44  ((55  mmiinnuutteess))

What are the problems of this kind of question, and how would you go about
overcoming them?

The problems are that respondents may not realize that their experiences have been
stressful, nor remember those that they prefer to forget. In this sort of case, a special
type of prompt is often used, called a showcard. This lists the full range of possibil-
ities of responses for the respondent, who is asked to indicate which one or ones
apply to him or her. An example is Slack’s (1992) study of mental health and the
unemployed. As part of the study, Slack wanted to know what ‘life stressors’ people
had experienced during the course of the past year, in order to control for the effect
of life stressors on any possible relationship between unemployment and mental
health. It is unlikely that members of her sample would have systematically reviewed
all the unpleasant possibilities which might have happened to them, so a showcard
was used which listed a number of stressful events or experiences and the respon-
dent was asked to say which ones had occurred to them. The list of life stressors
could have been derived from a pilot investigation (and originally was) but Slack,
legitimately, borrowed it from already published work.

Ordering of Questions This is a complex matter and one that is frequently badly
handled. It is generally better to put demographic questions – those relating to age,
marital status, family relationships, occupation, etc. – towards the end, if possible.
This is partly because they are uninteresting questions to the respondent and one
wishes to engage his or her interest in the interview as soon as possible, and partly
because, being sensitive, they may be resented. Other topics/questions which should
be regarded as sensitive include sexual orientation, health status (particularly mental
health status), income, and professional and educational qualifications; such ques-
tions should not come near the beginning of an interview or a questionnaire. It is
instructive, when reading published research reports, to relate response rates and
refusals to the design of the questionnaire or schedule and particularly to the order-
ing of the questions (if the researcher gives enough information to allow a judgement
to be made). Other factors affecting response rates must, of course, be taken into
account.

A good questionnaire designer will also think carefully about what is essential to
ask as well as the order in which to ask questions. Does one need to know exact
income, for example, or will an income bracket do just as well? If it will, then a show
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card containing income brackets can be given to respondents and their responses
need only be A, B, C, etc. This is perceived as less intrusive than insisting on precise
figures. However, it may be important in some circumstances to be exact about ‘factual’
questions, such as income or age, and a show card with income brackets would be
insufficient. For a further discussion of the difficulties, see the section on ‘Factual
Questions’ below.

Discrimination The piloting of individual questions needs to take account of the
ability of a question to discriminate between respondents, but only for certain types
of investigation.

AAccttiivviittyy  44..55  ((55  mmiinnuutteess))

For what kinds of research is it important that questions discriminate between
respondents, and when might this not matter?

Descriptive investigations are aimed at the accurate estimation of the frequency in
the population of certain responses and are unconcerned with spreading the
responses across the response categories. If, for example, 90 per cent of responses in
a sample of the general British population classify themselves as white/European in
response to a question about ethnic origin (as in the 1991 Census), this is not a prob-
lem; all the researcher and the critical reader are concerned with is whether the esti-
mation is reasonably accurate. Explanatory investigations, on the other hand, are
trying to relate differences on one variable (constructed from responses to specific
questions) to differences on another variable. Here, the discriminatory power of a
question does matter and the pilot should be testing it. A question which discrimi-
nates effectively will show a spread of responses across the answer categories. This
is not necessarily an even spread, but one which shows a significant frequency of
response in each category.

We can illustrate this latter point. In the United States, McIver et al. (in Zeller and
Carmines, 1980) investigated the links between being a victim of crime, the type of
neighbourhood the respondent lived in, and the respondent’s perception of the qual-
ity of the police service which he or she received. This represents three important
variables whose intercorrelations were vital to the investigation and to explaining the
connection between experiencing crime personally and perceiving the quality of the
local police service on a scale ranging from poor to good.

One of the questions which they asked, measuring perception of the quality of
police service, was the following: ‘How would you rate the overall quality of police
services in your neighborhood? Remember, we mean the two or three blocks around
your home. Are they outstanding, good, adequate, inadequate, or very poor?’ (Zeller
and Carmines, 1980: 163–4). Another question which they asked, again to do with
the perceived quality of the police service, was ‘When the police are called to your
neighborhood, in your opinion do they arrive very rapidly, quickly enough, slowly,
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or very slowly, not at all?’ If responses across their sample had accumulated heavily
on, say, ‘adequate’ in the first question or ‘not at all’ in the second question, then
both questions would have failed to discriminate between respondents. Too many of
the responses would have been alike and would have made it impossible to calculate
useful correlations between ‘perceived quality of police services’ – the underlying
variable which these two questions would help to measure – and other variables of
importance such as ‘criminal victimization’.

In general, when responses to a question are to form a variable for an explanatory
analysis, the pilot must show that responses across the sample to a question are
divided among the response categories – not necessarily evenly, but ‘spread’ to a
sufficient extent to allow a useful analysis of the correlations between variables to
occur. Questions which do not discriminate in this way should be eliminated from
an instrument after the pilot stage has explored the adequacy of the interview schedule
or the questionnaire.

When reading research based on highly structured data-collection methods, look
critically for an account of how the data-collection instruments were piloted.
Whether interview schedules or questionnaires were used, piloting should have been
carried out and the process by which the questions in their final form were arrived
at should be documented. Ideally, some account should also be given of how the
respondents’ cooperation was obtained (the ‘research bargain’) and how they reacted
to the time which the interview took. Unfortunately, this is likely to prove impossi-
ble to find in journal articles because pressure of space (and convention, as well)
means that questionnaires are rarely printed with the substantive findings and analyses.
Even books, where space is less of a problem, often omit an account of the methods
employed in empirical work.

AAsskkiinngg  MMoorree  CCoommpplleexx  QQuueessttiioonnss

Certain topics in data collection prove to be more difficult to gain valid and reliable
information about than may first appear. These include: retrospective questions
where the respondent is asked to remember past behaviours and opinions; ‘factual’
information about such things as income and occupational career; and, most difficult
of all, the scoring or measurement of ‘attitudes’, where a number of questions are
used to place a respondent on a scale which represents a single continuum of an atti-
tude, or test of attainment for which any respondent has a score derived from a num-
ber of separate questions. The latter is a composite measurement which is composed
of responses or scores from a number of discrete questions. A continuum or a unidi-
mensional scale assumes that there is a single property which is being measured. For
example, the property of height is unidimensional; it is assumed that every member
of a population may be placed on a particular point of the scale, ranging from low to
high. However, social science concepts which denote ‘properties’ are more complex
than physical properties such as height, weight or temperature, and each social
science concept may represent a number of different dimensions. The main problem
in composite measurement is to disentangle these different dimensions. For example,
social class probably consists in most people’s perceptions of two dimensions: occu-
pational or status prestige, on the one hand, and income level, on the other. These
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two dimensions do not overlap perfectly (in fact, far from it) and this is reflected in
the popular ideas of ‘genteel poverty’ and the nouveaux riches. With composite mea-
surement, the responses to a set of related questions may be analyzed to show two
or more dimensions of an underlying attitude. The aim in analysis is to distinguish
the different dimensions so that each can be seen as a single dimension.

Factual Questions
Apparently simple, factual questions can be more difficult than they seem.
Oppenheim (1979) gives a good example of the difficulties that even the simplest
question might hold, particularly if the researcher is vague as to why the question is
being asked. Oppenheim’s question was: ‘Do you have a TV set?’

AAccttiivviittyy  44..66  ((aa  mmoommeenntt’’ss  rreefflleeccttiioonn))

Think about this question. What potential ambiguities do you identify?

Who, asks Oppenheim, is the ‘you’ in the question? Is it the respondent (does the
respondent own a set personally), the family, the parent(s) if a child is being asked,
the landlord if it is a lodger who is the respondent? Are we interested in whether the
TV set is owned or rented? Ambiguity is implicit in the word ‘have’. In this simple
example, most of the problems can be solved by being clear about the purpose of
asking the question and what details it is necessary to know. Some factual questions
are more difficult but can be tackled by knowing clearly what is essential and what
is not.

Occupational status appears to be straightforward, but it is far from that because
the purpose in asking for a respondent’s job is often to classify him or her by social
class. Occupational labels such as teacher, engineer or manager cover a wide status
range, and it is impossible to locate an individual in a social class without knowing
more about, for example, whether the job is one which requires the holder to super-
vise others (and, if so, how many?) and what qualifications are needed to enter the
occupation. The need for further details means that prompts will have to be used.
This is easier with schedules administered by an interviewer than with question-
naires (self-completion schedules) because the interviewer will immediately know
which is a prompt and when it is needed. With questionnaires, great care is needed
to keep the question clear and, at the same time, to get sufficient detail for the inves-
tigator’s purposes. A cluttered and badly laid out questionnaire will risk confusing
the respondent.

Retrospective Questions
Van Dijk et al.’s (1990) research, which asked respondents to think back over the past
five years and remember if they suffered the theft of a motor vehicle, is typical of the
problems that can arise with retrospective questions. Is the respondent’s memory accurate
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enough, leaving aside ambiguities in the question itself? With an interviewer, the
situation can be better controlled and, if the answer is clearly outside the time period
asked for, a prompt can be used such as ‘Has there been anything more recent?’ This
is much more difficult with self-completion questionnaires, and questions which ask
for retrospection should be regarded with suspicion if they are used in self-administered
questionnaires.

Accurate answers to questions which ask for periodical behaviour are equally dif-
ficult to ensure: not because the respondent is consciously trying to impress the
interviewer (though that might be a problem with certain types of deviant behaviour)
but because memory is very fallible. Even innocuous questions such as ‘How often
do you visit your dentist?’, besides being vague as to the period under review (i.e.
recently, over the past five years), will also suffer from memory lapses. Questions
about how much people usually drink per day are also notoriously badly answered.
Relatively light drinkers usually overstate the amount of their drinking: if when they
drink at all they typically have two drinks, then they will tend to say they drink two
drinks a day on average, even though they have these two drinks on only five of the
seven days. Heavy drinkers tend to underestimate their drinking; if they typically
have four drinks in a night but tend to ‘binge’ from time to time and have many more,
they will typically put their average down as four drinks.

If an accurate estimation of the frequency of a particular behaviour is an impor-
tant objective of the investigation, a preferred method of data collection is the use of
diaries. Another, used by at least one market research firm for measuring consump-
tion of ‘consumer non-durables’ (supermarket food etc.), is to rely on physical
evidence kept by the informant – to ‘count the empties’, in other words.

Composite Measurement
At its simplest, the idea of ‘measurement’ in the social sciences is that a response to
a question can be used as a means of classifying an individual. Where the question
is a simple, factual one, this is relatively straightforward. For example, gender is
measured in only two categories; occupational status can be measured more elabo-
rately but, typically, six categories are used (from higher professional/managerial to
unskilled manual). These classifications are derived from answers to single ques-
tions, although care has to be taken to make the question (and the response) precise
enough (as we have already noted).

When we wish to measure more complex and more abstract characteristics such
as opinions, personality traits or attitudes, relying on a single response will be prob-
lematic. It is possible to measure individual attitudes towards divorce, for example,
by asking the single question ‘Do you think that divorce should be made more diffi-
cult?’ and classifying the responses into ‘Yes’ and ‘No’, but this seems crude. Even
if the question (and the measurement) were made more sophisticated by putting the
question in the form of a statement ‘Divorce is too easy today’, and providing five
Likert categories for the respondent to indicate the extent of his/her agreement or
disagreement with it, we are still relying on a single response, albeit one which
allows five categories of measurement rather than two.

Very abstract entities such as attitudes are constructs which are created by the
process of investigation; they are not directly observable responses. What we can
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observe are the responses we obtain when we present the individual with statements
or ask questions which will indicate whether or not the construct is present. With
attitudes, we conceive of the construct as being a continuum, so that authoritarian-
ism, for example, is measured on a scale running from very authoritarian at one
extreme to not authoritarian at the other. The probability of accurately locating an
individual on such a scale by means of a single question or statement is very low.
Partly, this is due to inevitable problems of measurement error, which is a general
issue in all investigations, and partly it is because any single question will be a
mixture of a ‘true’ indicator of the construct and error. Respondents may make idio-
syncratic responses, particularly to opinion questions. The question above on divorce
may be interpreted by some respondents, for example, as a question about the need
for tougher laws generally, not just ones on divorce. Such responses, then, would be
compounded of general attitudes towards the criminal justice system and specific
attitudes towards divorce laws as such. In other words, the indicator (the response to
the question) may be drawing on two different constructs, the first of which in this
example would be ‘error’.

Composite measures use batteries of indicators in order to achieve a single mea-
surement of an underlying construct. By using multiple measurements, it is possible
to disentangle the specific ‘errors’ in individual questions from what they indicate
about the underlying construct. With a carefully chosen set of questions (often called
items in composite measurement) more accurate measurements may be made.

The process of composite measurement usually begins with the assembly of a
large pool of items or individual questions which seem, on the face of it, to measure
the same theoretical construct. Considerable work is necessary to refine the initial
item pool into a form which is short enough to be tolerated by respondents and
which satisfies a number of statistical tests. The main requirement of such measures
is that they should be single dimensions, and items are selected for final inclusion
partly on the basis of how strongly they contribute to a common factor underlying
the pool of items. Given the resources needed to create a new composite measure,
those that become established in the theoretical literature are widely used by other
researchers. Examples of theoretical constructs for which standard composite mea-
sures are available include: authoritarianism, Machiavellianism, and Eysenck’s (1970)
extroversion–introversion. These examples are all personality traits but composite
measurement is also used for tests of attainment and for intelligence tests.

To see how the responses to an initial pool of items or questions are used to test
whether or not a single underlying attitude is being measured, let us look in more
detail at McIver et al.’s study (in Zeller and Carmines, 1980) of the public’s evalua-
tion of the US police. Five questions were designed to elicit evaluation of the quality
of police services:

How would you rate the overall quality of police services in your neighborhood?
Remember, we mean the two or three blocks around your home. Are they outstanding,
good, adequate, inadequate, or very poor?

Do you think that your police department tries to provide the kind of services that people
in your neighborhood want? [Responses: ‘Yes’/‘No’.]

When the police are called to your neighborhood, in your opinion do they arrive very
rapidly, quickly enough, slowly, or very slowly? [Also coded: ‘Not at all’.]
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Policemen in your neighborhood are generally courteous. Do you agree or disagree? Do
you feel strongly about this?

The police in your neighborhood treat all citizens equally according to the law. Do you
agree or disagree? Do you feel strongly about this?

(Zeller and Carmines, 1980: 163–4)

Responses to these five questions were strongly intercorrelated, as they must be if
they are designed to measure the same underlying attitudes: attitudes towards the
police service (ranging from positive to negative evaluations). However, this is not
enough to demonstrate that a single attitude construct is being measured. Using the
statistical technique of factor analysis, the researchers showed that two dimensions
underlie the patterns of responses: the ability of the police to fight crime, and polic-
ing style. This analysis allowed the researchers to develop two distinct scales, one
for each of the dimensions.

In general, constructing an attitude or opinion scale, or a complex (indirect) mea-
sure of personality or intelligence, involves following most or all of the following
steps:

1 Selecting items to form an ‘item bank’ – probably items which have face valid-
ity (which look, on the face of it, as though they ought to measure what is
desired), but this is not absolutely necessary (see criterion validity, below).

2 Applying these to a sample of respondents – preferably representative of the pop-
ulation with whom they will eventually be used – to obtain scores on each, and
discarding items where discrimination is low – where there is not a reasonable
spread of scores.

3 Checking internal or construct validity by exploring the dimensionality of the
data. Factor analysis may indicate how many distinct dimensions are to be found
within the data and, to the extent that these are interpretable, it may be desirable
to conceive not of an overall scale but of several subscales measuring rather dif-
ferent things. Calculation of a statistic known as Cronbach’s alpha, which is
based on the intercorrelation between every pair of items in a scale, will assess
the extent to which all the items in a subscale are indeed measuring the same
thing (by the extent that they correlate with each other) and may allow you to dis-
card one or two items to produce a more unidimensional subscale with less inter-
nal error variance.

4 At this stage it may be possible to check criterion-related validity or predictive
validity. If the test is to measure depression, for example, and you have groups
of people reliably diagnosed as depressive or not, then the high-scorers on the
test should lie solely or predominantly among the diagnosed depressives. (This
stage is essential if the items used were not picked for their face validity, being
the only way of demonstrating what the test actually measures.) If the test is to
measure achievement at mathematics, it should correlate highly with the end-of-
year maths examination. Sometimes the test can be correlated with observed
behaviour; a test of Conservative sympathy, for example, should identify future
Conservative voters and current Conservative party helpers.

5 The reliability of the test should be established – preferably by test–retest meth-
ods (readministering it a few weeks later and seeing the extent to which it yields
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the same results for each respondent or at least puts them in the same order).
Split-half reliability (comparing two halves of the test on a single administration)
or Cronbach’s alpha give an indication of reliability, but they are not as strong as
test–retest methods because they do not give an assurance that the trait or belief
or attitude is stable over time.

6 If what is being measured is a trait or ability, or if the test is to be used for diag-
nostic purposes, the final stage would be to collect results from a very large rep-
resentative sample, to obtain population norms – reliable estimates of how the
scores may be expected to be distributed in the population, which in turn will indi-
cate whether the subsequent research sample is in any way extreme or untypical.

The ‘police’ example above shows the strengths of highly structured methods, pro-
vided that they are carefully piloted. A large sample can be used (admittedly, the use
of a telephone survey in the McIver study helped here but the point is generally true
for structured questionnaires) and sophisticated forms of analysis can be brought to
bear on the problem, revealing an interesting duality in the public’s perceptions of
the police. The way in which structured methods lend themselves to a wide range of
numerical and statistical analysis has proved an enduring attraction to investigators.
Only structured methods, such as the standardized questionnaire, allow a reasonably
large number of respondents to be interviewed within a practicable time span and
within feasible limits of cost. It is also the case, of course, that standardized ques-
tionnaire surveys (and experiments even more so) seem to be more ‘scientific’, more
like the proven methods of the natural sciences (with all the prestige that science
has), and capable of impressing consumers of social research – particularly those
who influence or determine political and social policy. In other words, by placing
methods in the positivistic traditions of enquiry, this style of social research makes
implicit claims to be regarded as a legitimate branch of the exact sciences.

LLeessss  SSttrruuccttuurreedd  MMeetthhooddss

Many social scientists have long held doubts about the validity of highly structured
methods of social investigation and data collection. The attempt to study the atti-
tudes, beliefs and perceptions of respondents, using artificial, highly structured pro-
cedures, is held to entail an unacceptably high degree of reactivity, no matter how
well it is done. And to reduce what the respondent says in reply to a question to one
of a set of predetermined answer categories is unnecessarily constraining of the
respondent, who may well feel that his or her ‘real’ opinions have not been correctly
represented. Clearly, office coding of responses to open-ended questions goes some
way to meeting these criticisms, but there still remains the artificiality of structured
methods of data collection and the procedural reactivity that such methods entail.
Procedural reactivity means that the very artificiality of highly structured methods
leads to the respondents withdrawing from the situations in which they normally act.
As Hammersley (1979: 94) puts it: ‘This [highly structured method] results in the
suspension of the relevances and constraints embedded in those situations, which
may be important in structuring people’s everyday activities, and in their replace-
ment by rather unusual relevances and constraints’. And he goes on to say, ‘We must
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ask, therefore, what the relationship is between what people do and say in these
“artificial” situations and what they do and say in everyday life …’ That is, the pro-
cedures used to question respondents – to elicit data – may distort or bias what the
respondent believes, or how he or she might act in a natural situation. This is proce-
dural reactivity.

Responses in highly structured methods are elicited in social interactions which
are very artificial; this is obviously so in the case of questionnaire investigations, but
it is none the less true in interviewer methods of data collection. A conversation, as
Garfinkel (1967) points out, has a highly normative structure in which there are
expectations of ‘turn-taking’ and of ‘equality’ between conversationalists. That is,
topics are expected to be initiated by both parties rather than just by one, dominant,
interviewer. Thus, in naturalistic methods of data collection, social scientists seek as
far as possible to conduct their research in natural settings, in places where social
activities are already in progress or where ‘interviewers’ fit into the ‘scenery’ and
where social science investigators play a role in which they disturb the processes of
social interaction as little as possible. This is naturalism, which seeks to minimize
the procedural reactivity of more highly structured methods of asking questions.

In order to minimize procedural reactivity, ethnographers [i.e. non-positivistic social scien-
tists using unstructured methods of investigation] seek as far as possible to conduct their
research in natural settings, in places where social activities are already in progress. Only
in this way, they argue, can we hope to avoid unwittingly studying artificial responses, or
at least behaviour which is not representative of people’s everyday lives. In doing research
on such settings, the ethnographer tries to play a marginal role, so as to disturb the
processes of social interaction occurring there as little as possible. (Hammersley, 1979: 94)

Observing and Interviewing
There are a number of ways in which the ethnographer plays a role in which he or
she disturbs the processes of social interaction as little as possible. Perhaps the most
distinctive of these roles is that of participant observer, considered in Chapter 3, and
the research role in which ‘marginality’ is most vital. The participant observer may
ask no questions in any formal sense; he or she participates in a social group, and
questions that are asked are often incidental and arise from the normal social inter-
action of the group in which the participant observer finds a role. More artificial,
because it is more contrived, is the unstructured interview, in which a naturalistic
conversation is recorded in full (or nearly so) for later analysis. The interviewer can-
not hope, in this method of asking questions, to merge with the scenery and to be as
unobtrusive as the naturalistic form of asking questions demands. Some explanation
of the interviewer’s purposes and needs is required and a degree of procedural reac-
tivity is necessarily introduced because people, in everyday life, do not submit to an
interview at length, except on well-defined occasions such as job interviews.

However, the unstructured interview typically involves far less procedural reactivity
than the standardized format of the interview schedule or the questionnaire; it appears
to be more naturalistic, and it is so because the questions asked and the order in which
they are asked flow from the respondent’s replies rather than being entirely imposed
by the interviewer’s predetermined list of questions. It must be said, however, that
interviews in the ethnographic style are diverse and a single prescription for the ideal
unstructured interview would give the false impression of a single interviewing

Asking questions 113

04-Sapsford -3330-04.qxd  11/16/2005  3:08 PM  Page 113



method in ethnographic research; however, very directive forms of interviewing, in
which the interviewer openly controls the interview and uses standardized questions,
are rarely used and then only to probe the ‘fronts’ which members of the group may
have put up.

An Example of Less Structured Interviewing
An example can be taken from some research which one of us (Wilson) undertook
in the 1990s – a study of a sample of 40 people who were in long-term residential
care in the 1940s and 1950s. Wilson was particularly concerned to understand the
informants’ own interpretations of their experience, including the transition which
they made from the Home to the world of work and of independent living.

Three waves of interviews were used for each informant: first, one which pre-
sented the researcher and his research aims and sought to gain their cooperation in a
data-collection process which demanded a considerable period of their time.
Because the topics to be covered were sensitive and likely to touch on difficult peri-
ods in their lives, it was important to establish a climate of trust, particularly con-
cerning whether their current partner was to know of their background. This
preliminary interview was not tape-recorded, but brief contemporaneous notes were
taken and more detailed notes written up immediately after each interview had
finished. These notes were used in conjunction with my theoretical objectives for the
research to prepare a list of relevant topics (or interview guide) which could be
tailored to the specific experiences of each informant. This formed the structure for
the second interview (which was tape-recorded) and which the informant believed to
be the actual beginning of the research. The third interview was, again, unstructured
but designed to elaborate topics and interpretations which were gained in the second
interview. All interviews took place in the respondent’s home and were naturalistic
in style.

Some of the topics listed for Interview 2 (before tailoring to each individual in the
light of Interview 1) were as follows, in the order of preference, although the order
had to be modified according to the respondent.

What are you doing for a living now? (Subsidiary topics/questions to trace work and post-
compulsory school histories.)

How many children do you have, their ages/genders? (Subsidiary topics/questions to
explore aspirations for their own children and begin to probe indirectly into marital histo-
ries and stability of family relationships.)

Do you still keep in touch with Sister L. or Sister F. – the staff who had been responsible
for the group, both still alive? (Subsidiary topics/questions, exploring the nature of their
relationship with the mother-substitutes and inviting comparison with their natural parents.)

Where did you go when you first left the Home? Were you apprenticed? Where were you
living? (Subsidiary topics/questions to explore the transition from institution to indepen-
dence and begin to probe early coping strategies and continuing dependence on the Home.)

Very sensitive topics were left towards the end of the interview, if possible – particularly
questions on the circumstances in which the informant came to be taken into resi-
dential care, including child abuse (sexual or violent or both), illegitimacy, family
breakdown, and so on.
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Note that we have listed topics rather than actual questions. Specific questions to
each informant were phrased naturally, taking into account what they had already
said in Interview 1 and the flow of information during Interview 2. Nothing sounds
more stilted or artificial than asking a set question regardless of what has gone
before. The naturalism of unstructured interviewing requires the illusion that the
interview is a ‘conversation’ rather than a formal interview between researcher and
subject – one in which the informant can initiate questions and elaborate answers
(without prompting) just as much as the interviewer.

Note also that the structure was a list of topics to be covered, not a list of ques-
tions in a set order. During the interviews, the informant, who is encouraged to speak
as freely as possible, is never obviously redirected if she or he veers off on to another
topic than the one which the interviewer has succeeded in introducing. The connec-
tions between events which the informant makes have to be understood by the
researcher in their natural context. Apparently disconnected recollections in inter-
views can be especially revealing of what the informant holds to be significant to
him or her.

Let us illustrate most of these general points with an extract from one of the
Interview 2 transcripts. 

Some background information is necessary to understand the exchanges between
the informant, P., and the researcher (M.W.). This is a study of children (now adults)
who experienced a long period of residential care in the 1940s and 1950s. They were
a group in the care of a large voluntary children’s home, founded in the 1860s,
which, in the 1940s and 1950s, believed in long-stay residential care (the situation
has now changed). The group studied were members of two ‘family groups’ each in
the care of a Sister (Sister L. and Sister F.), both of whom are still alive, but retired.
All of the group left the Home between 1954 and 1959. Wilson was one of them.

Follow-up studies of children who have been in care suffer from an extremely
poor response rate. Social workers who select a random sample from Local
Authority lists typically get a response rate of 5 per cent, with all the unrepresenta-
tiveness that such a low figure implies. In addition, the fact that former inmates of
residential homes are approached by a social worker risks a personal reactivity
which this study avoids. The informants trusted Wilson as one of them; even so there
was personal reactivity, but of a different kind.

The following extract is from an interview (second wave) with P., now aged 54.
He works as an engineer in the computer industry, has two grown-up children, and
has been married for 25 years to a former Sister (an ex-staff member) of the Home.
This is an extract from a sensitive part of the interview:

M.W.: What happened to D. [his brother, two years younger]?
P.: He’s a bloody alcoholic, hides a bottle of rum under a bush whenever we go and

see him. Christ, he’s been in and out of work for ages and lives in a … room in
London which is a complete tip and his woman left him I’m not … surprised how
did she put up with him for so long? My Dad’s to blame.
drank like a … fish, never saw anybody in the Navy do it like that and they could …
drink all that … free rum, and all that.

M.W.: Yeah, never knew anything about your Father tell me about him and your Mum.
P.: Yeah, didn’t know anything about yours either we never talked about it did we?

(M.W.: Right.) Mine split up when I was seven, that’s when we were at Doddington
remember that you was a right little . . .? You were great mates with D. though, you
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two were always together until we smashed the place up. Christ you couldn’t half
throw a brick (M.W.: an old saucepan and so could you, and eggs as well! – [laughter])
and when they sent us to [another branch of the Home] you two got split up
didn’t you? After … [the Governor] caned us in front of everyone else, when we
got there, bastard! Remember the baths we had to take afterwards, bloody glass in
them too?

M.W.: Yeah never forgot it, but [Governor] is dead now did you know? (P.: Yeah, good
job.) They put us in [different houses] but we still saw a lot of each other. He
didn’t like [an area of north London] where they put him in digs did he?

P.: He … hated it! The job [in a bakery] and the … landlady who was a right cow and
wouldn’t let him have any visitors we had to meet in the caff. My Dad went to see
him once only time he did and she turned him away wouldn’t even tell D. he’d been
there.

M.W.: Did your Mum keep in touch?
P.: No never saw her after we went to Doddington, she took up with another man but

I never saw him didn’t want to know about us I suppose, starting again with another
man – had more kids too but I’ve never seen them.

M.W.: Where is she now, do you know?
P.: Don’t know and I don’t want to know after all this time.
M.W.: Why do you think D. turned into an alkie, you didn’t?
P.: Family I think what with my Dad I don’t know about my Mother and D. had a bad

time when he first left [the Home] and never got sorted out … different women and
he spent a lot of time then with H. [later convicted of murder and sentenced to life
imprisonment] you remember him you three were always together he drank a lot
and D. caught it from him I think but I don’t really know. He’s weak he always was
you led him around by the nose and H. too so I suppose he got into the wrong lot
and drank too much.

The shared references to mutual experiences between P. and the researcher need to
be taken into account when assessing the impact the researcher had on the infor-
mation collected. There are frequent references to people and events which they had
both known, and this gave the interview a more natural feel. It is similar in some
ways to the sorts of interview which might arise in a study using overt participant
observation following a period in the field studying the group – that is, where
there is a sense of the observer belonging to the group and being accepted as a
member. In this case the researcher’s role is perhaps less marginal than it is for most
participant observers. On the other hand, there is reaction by P. to Wilson as an
individual, with his memories of me as a boy, what he had been like and his part
in his brother’s alcoholism. This is personal reactivity, which is an issue in any
method of interviewing. One must ask how such reactivity may have biased the
responses obtained.

Interviewer Control in Less Structured Interviews

AAccttiivviittyy  44..77  ((1155  mmiinnuutteess))

Look back over the last section. What elements of structure – of control by the
interviewer of the flow and direction of the conversation – do you detect?
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Notice how, in the extract above, Wilson replied (naturally) to the specific yet partly
rhetorical questions which P. asked (e.g. ‘Remember the baths …?’) but turned the
interview back to the issues which he wanted to explore. Thus he remained in con-
trol of the interview, though he appeared to be non-directive and preserved the nat-
uralism of this method of interviewing. A full transcript would show that I had not
fully followed the rules of ‘turn-taking’ and of conversation between equals that real
conversations have (see, for example, Garfinkel, 1967). Although Wilson spoke less
than P., he nearly always moved the interview on towards topics and issues which
were on the research agenda rather than P.’s agenda. In other words, he took control
and imposed my structure or agenda on to P. and still maintained an essential rapport
with him.

This research example is, perhaps, unusual in that, even though a research inter-
viewer, Wilson had a natural role in the conversation as one of the original group. If
the aim of finding an acceptable role without a background of shared participation
is to succeed, some role for the interviewer must be found which is accepted by the
informant. At the same time the interviewer must remain detached in order to struc-
ture the interview according to his or her research interests. 

The need to engage with the informant, yet remain detached, is a difficulty of nat-
uralistic methods of investigation. It is most obvious in participant observation
studies, where finding a role to play is the first concern of researchers. Lacey (1976)
was a teacher at a northern grammar school when he undertook his study of the
under-achievement of working-class boys in grammar schools; and, although his
role seemed natural and blended into the scenery of the school, he reports the strains
between being perceived as a teacher, who was interested in matters not normally
discussed by either teachers or pupils, and the need to remain detached, even though
the headmaster knew he was a researcher. So it is with one-to-one interviews where
the interviewer always has a role in the eyes of the informant, yet it must be a role
that allows the informant to think that he or she has been listened to carefully and
understood. Nevertheless, it is the interviewer who structures the interview even
though he or she may do less talking than the informant. It is the interviewer who
changes the subject, asks clarifying questions, refers back to something said earlier,
and finally ends the interview. Thus, although the unstructured interview may appear
just that, it still contains a structure largely dictated by the researcher rather than by
the informant. A common structure, for example, is to apply some element of the
‘life-history interview’: to take the informant through the chronology of his or her
life or job or stay in prison, or whatever, as a good way of letting them tell a story
with which they are familiar and so fluent and imposing as little research-determined
preconception as possible on the conversation. The opposition between structured
and unstructured methods of data collection is in many ways a false one; all are
structured, but in different ways. The best one can say is that there are degrees of
structure in all methods of asking questions.

One place where a degree of thought and prestructuring will often be applied is at
the beginning of interviews. Introductions are crucial: your role and that of the infor-
mant are established by the first few things to be said, and these are very difficult to
break once established. There is also the ‘prescripted’ relationship between informant
and researcher, a part of procedural reactivity, which determines that informants will
want to be helpful and so will try to make sense of the situation in order to find out
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what you want to know. To avoid telling informants what kind of information you
want – and so increasing your chances of getting what is salient to them rather than
what is salient to you – we often prepare bland and open-ended questions to ask at
the start, ones which do not ‘give the game away’. Interviewing life-sentence pris-
oners, for example, one of us started the interviews not with ‘What do you do to
survive this sentence?’ but ‘What’s it like in this prison?’ and ‘How does it compare
with the prison you were in when you were first sentenced?’ (Sapsford, 1983). Talking
to mothers of children with learning disabilities the question was not ‘Tell me about
the problems you have with your disabled child?’, but ‘What’s Milton Keynes like
as a place to live in?’ and ‘What’s it like as a town for bringing up children?’ (Abbott
and Sapsford, 1987b). In the latter case this allowed the researchers to discover
families where the child with the learning disabilities was not the main family prob-
lem, something which would probably not have emerged if they had focused in on
the disabled child from the start.

RReeaaccttiivviittyy  aanndd  VVaalliiddiittyy  iinn  RReesseeaarrcchh  AAsskkiinngg  QQuueessttiioonnss

The central problem in data collection in the human sciences is that it usually
involves personal, social interaction between the observer and the observed or
between the interviewer and the respondent. Even when postal questionnaires are
used, there is still social interaction. The respondent is asked to give time and appli-
cation, usually for little reward except, perhaps, a feeling of satisfaction. Willingness
to assist the investigator depends on the context in which the respondent is asked to
take part. A request to complete a four-page questionnaire which comes from the
respondent’s family doctor and which is concerned with patients’ experiences at
local hospitals when referred as outpatients is likely to get a better response rate than
a market research questionnaire posted to a sample of new car buyers. There is great
satisfaction in being asked for your opinion in a matter which is of great personal
concern. The market research questionnaire carries little or no sense of reward; it is
simply a chore for most respondents, and response rates in this sort of research are
notoriously low. 

The context in which respondents are asked to answer questions does not just
affect their willingness to respond; it also can alter the responses, and so it is an
aspect of the validity of the data-collection method. This is so not just in naturalistic
face-to-face interviews, in which the way the interview is set up (what is said about
the nature of the research, the characteristics of the interviewer, etc.) matters greatly,
because the respondent will react to his or her perceptions of the nature of the ques-
tions and to the characteristics of the interviewer. It applies equally to standardized
questionnaires. These are conducted in a context too, and, although they appear to
be more ‘objective’, there is still social interaction between the researcher and the
respondent. This applies whether the questionnaire is self-administered or conducted
by an interviewer.

Context in data collection is one of the dimensions on which we compared methods
in the Introduction to the chapter. Another analytical dimension, by which I distin-
guished different methods of data collection, was that of the procedures used. At one end
of a dimension of differences in procedures of collecting data lies the standardized,
apparently impersonal methods of the laboratory experiment. The experimenter uses a
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fixed set of instructions for each subject and is rarely allowed to vary the wording or
to give further information even when subjects ask for it. Frequently, the experimenter
will not know the hypothesis which is under investigation. All this is to prevent the
experimenter unwittingly biasing the results by indicating, however subtly, what is the
preferred response or behaviour (the one which will confirm the investigator’s hypoth-
esis). On the face of it, this sort of procedure appears objective and scientific; it is
clearly derived from the experimental procedures of the natural sciences, and belongs
to the positivistic school of the philosophy of science and is open to the same objec-
tions. There is known to be less objectivity in experimentation on human subjects than
some of the proponents of ‘the scientific method’ have thought (see Crowle, 1976). In
particular, the subjects may lie to the experimenter. The problem is, as Crowle puts it,
that ‘the human subjects are of the same order of complexity as the experimenters’,
and may detect what the experiment is really about and alter their behaviour accord-
ingly or give false responses. Subjects may react in undesired ways to the rigid proce-
dures of the experiment, and the data gathered may be biased in unknown ways, thus
making interpretation of the results ambiguous. And, by needing to work out in
advance the entire procedures of the experiment and not being able to change them,
this method of data collection is inflexible and forecloses the possibility of exploring
connections and potential analyses that may emerge in the course of the investigation.

It was in reaction to positivistic methods of conducting social research that some
researchers long ago adopted methods of data collection that are naturalistic in their
procedures, such as the unstructured interview. This chapter has shown that such
methods are not unstructured, despite superficial appearances to the contrary. This
means that we cannot say that research based on ways of asking questions which are
relatively unstructured is necessarily more valid than research using highly struc-
tured methods. Less-structured methods minimize procedural reactivity and allow
the freer exploration of respondents’ meanings and beliefs. They do this at the pos-
sible expense of reliability: the ability of another researcher to obtain the same
results using the same methods, something which is stronger in highly structured
methods. However, less-structured methods do sometimes have a reflexive account
of the research in which the investigator reflects on the context and on the procedures
adopted and tries to assess the impact that these might have had on the responses
obtained and on the interpretations placed upon them.

However, procedural reactivity is only one source of bias; there remains personal
reactivity; that is, the effect that a particular researcher’s interactions with respon-
dents might have had on the research. Personal reactivity is maximal in less-structured
methods and minimal in highly structured ones. In the experiment, the behaviour of
the experimenter is closely controlled, with a view to minimizing the impact of her
or his persona on the experimental result; the same is attempted in highly structured
interview studies, through standardization of questions and procedures and the stan-
dardized training of interviewers.

Validity, then, is a matter of trade-offs: between procedural and personal reactiv-
ity, and between reliable and less reliable methods. Whichever method of data col-
lection is chosen, attention must be paid to the objectives of the research, and the
methods adopted must be evaluated in this light. I had, for example, considered
using highly structured methods of research for my study of the 40 respondents who
had been in residential care, but I rejected this because it would have been impossi-
ble to have avoided the personal reactivity that would have followed from my knowing
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them since childhood. More importantly, I wanted their understanding of what it was
like to be in care, and this would have been impossible without employing a method
which allowed me to explore their memories using their meanings, rather than to
impose mine from the outset.

CCoonncclluussiioonn

In this chapter we have looked at different data-collection methods used
to ask people questions. These range from the precoded and highly struc-
tured interviewer schedule or self-completion questionnaire, through
schedules and questionnaires which make use of ‘open’ questions to
which informants can make a free-form response, to the relatively unstruc-
tured and naturalistic one-to-one conversational interview or focused
group interview.

What these all share is a degree of structure – even those methods
described above as ‘less-structured’. 

• The interviewer exerts control over what is covered, even where he or
she tries to appear not to do so, and even the postal questionnaire has
a clear structure which respondents are expected to follow. 

• Beyond this, the research situation is a socially structured one, with its
own implicit rules about obeying the interviewer and helping him or
her and about the degree of personal disclosure which is appropriate.
Less-structured interviews may resemble conversations, but conver-
sations also have a social structure and a set of implicit rules for con-
ducting them. 

• These two kinds of structural effect are referred to as ‘procedural reac-
tivity’ and constitute ways in which the data may be a product of how
the research is structured rather than a fair reflection of everyday life
and understanding.

Whatever the degree of structure, interviews and questionnaires also share
the fact that the replies are given to a person; even with postal question-
naires the informant will have an idea of the kind of person who is asking the
question – a generalized middle-class, socially acceptable other. Personal
reactivity is another way in which data may be due to the circumstances of
the research rather than to the circumstances under investigation. 

KKeeyy  TTeerrmmss

AAccqquuiieesscceennccee  sseett the tendency of respondents to agree consistently
with what is said.

AAggeennddaa the list of topics (and perhaps prepared ‘starter’ questions)
used in place of a fully structured questionnaire by someone carrying out
less-structured interviewing.
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(Key Terms continued)

AAssccrriibbeedd  cchhaarraacctteerriissttiiccss characteristics which the informant sees in the
interviewer – e.g. gender, ethnicity, class – which may lead to stereotyping.

CCoorrrreellaattiioonn the association between two variables, the extent to
which values on one can be predicted from values on the other. Variables
are said to be positively correlated when high values on one predict high
values on the other – e.g. physical fitness and running speed. They are
said to be negatively correlated when high values on one predict low
values on another – e.g. height and distance of hair from ceiling.

CCrroonnbbaacchh’’ss  aallpphhaa a statistic calculated to assess the extent to which
items in a scale are correlated with each other; they should be highly
correlated if they all measure the same thing.

FFaaccttoorr  aannaallyyssiiss a technique, based on assessing correlation between
variables, for simplifying data by looking for groups of variables which are
highly correlated and so may be regarded as aspects of a single factor.

IInntteerrccoorrrreellaattiioonn see Correlation above.
IInntteerrvviieeww  sscchheedduullee a set of highly structured questions asked by an

interviewer in a face-to-face or telephone interview. See also question-
naire below.

LLiiffee  hhiissttoorryy  iinntteerrvviieewwiinngg a full life history interview would involve
many hours of interview to explore someone’s entire life in depth. Here it
is used to mean a more limited use of the technique, using the person’s
life as a structuring principle for the interview in order to get them talking
in general about what they feel and believe and have experienced, rather
than focusing on particular questions of interest to the researcher.

LLiikkeerrtt  ssccaallee an item in an attitude or personality scale where respon-
dents are invited to express their degree of agreement or disagreement
with a proposition. Alternatives are Thurston Scales, where people
answer yes or no to a question, or bipolar scaling (also called semantic
differential scaling) where informants locate their response as being
nearer to one of two opposed propositions or characteristics.

QQuueessttiioonnnnaaiirree as used here, a structured set of questions, containing all
necessary instructions, for respondents to fill in by themselves. In many
books you will find the work used to encompass interview schedules as well. 

RReeaaccttiivviittyy the extent to which results are due not to the nature of what
is being investigated but to the nature of the research.

– personal reactivity: reaction to the person of the interviewer (or an
imagined, generalized person in the case of self-administered ques-
tionnaires) or to his or her behaviour or questions.

– procedural reactivity: reaction to the nature of the research situation or
to the fact that it is a research situation. 

RReelliiaabbiilliittyy the stability of a measure; the extent to which scores do not
change over a relatively short time.

RReessppoonnssee  ccaatteeggoorriieess the categories which appear as possible answers to
a question on a highly structured questionnaire or schedule. Also called codes.

(Continued)
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(Key Terms continued)

RReessppoonnssee  rraattee the proportion of the intended sample who actually
yield usable interviews.

RRoouuttiinngg instructions to the interviewer or respondent to skip certain
questions, depending on the answer to previous ones.

UUnniiddiimmeennssiioonnaall measuring a single dimension.
VVaalliiddiittyy the extent to which the research conclusions can plausibly be

taken to represent a state of affairs in the wider world. In this chapter we
have talked mostly about aspects of validity of measurement:

– Face validity: the appearance of measuring what is wanted.
– Criterion/predictive validity: assuring validity of measurement against

a trusted criterion or by predicting the outcome of a future event or
test.

– Concurrent validity: assuring validity by comparing scores with those
of a test or instrument whose validity is assured is an aspect of this.

– Construct validity: here, exploring the structure of a scale to see if the
items all measure the same thing. More generally, validating the mea-
sure by showing that properties it needs to have to be a valid measure
in this circumstance (e.g. reliability) are present.

FFuurrtthheerr  RReeaaddiinngg

Burgess, R.G. (1984) In the Field: an introduction to field research, London, Allen and Unwin. [A sound
basic introduction to less-structured research]

Hammersley, M. and Atkinson, P. (1995) Ethnography: principles in practice, London, Routledge.
[Another sound basic introduction to less-structured research]

McCracken, G. (1988) The Long Interview, Beverly Hills, CA, Sage. [A short but detailed and prescrip-
tive discussion of technique in less-structured interviews]

McQuarrie, E.G. (1996) The Market Research Toolbox: a concise guide for beginners, London, Sage.
[Lives up to its title. Covers all degrees of structure and is better on group interviews than any of the
others listed here]

Oppenheim, A.N. (1992) Questionnaire Design, Interviewing and Attitude Measurement, London, Pinter.
[The survey researcher’s bible – detailed and definitive]

Sapsford, R.J. (1999) Survey Research, London, Sage. [A readable and wide-ranging introduction to survey
research]

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  44

This chapter has been concerned with ‘asking questions’ of respondents or
informants as a form of data collection. In constructing a research proposal,
especially one which includes some form of interviewing as a means of data
collection, you should address the following questions:

l What degree of structure should be built into data collection? How much
control should the interviewer take over the interview process?
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2 What sources of invalidity are likely to be the outcome of the context of data
collection and how can you guard against them?

3 Should data collection be based on highly structured or less structured
methods, and why?

4 If highly structured methods of asking questions are to be used, should they
be interviewer-administered or self-administered? Should questions involv-
ing composite measurement be included? Should open-ended questions be
included?

5 What piloting procedures need to be put in place?
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5

Research and Information on the Net

Roger Sapsford

This chapter looks at available data that can be accessed and analyzed on
computer or from the library without undertaking new empirical research,
and at the possibilities of the World-Wide Web as a medium for primary
data collection from and about its users.

So far in this book we have treated ‘research’ as if all the relevant data were
collected/constructed ‘from scratch’ by the researcher, asking people questions, or
observing behaviour, or counting incidents, or participating in social situations. In
fact, as you will have realised, a lot of what upholds the argument of a research paper
is not new information, gathered by the researcher, but existing results, interpreta-
tions and theorizations which the researcher has distilled from the work of others;
the ‘literature review’ is an integral part of the research plan and the research report.
In this chapter we go beyond this obvious statement, however, to look at numerical
and other types of information which are already available, having been collected by
other researchers and/or as a by-product of an administrative process. Such statistics
may be found in published volumes, but a major current source is the Net, or World-
Wide Web, where a remarkable range of sources of information is to be found. The
Web may also be used as a communication medium or an observable locus of social
interaction, to conduct primary research on informants or settings which would not
otherwise be accessible. Interpreting web data poses it own special problems, how-
ever, which this chapter considers.

SSeeaarrcchhiinngg  tthhee  LLiitteerraattuurree

A problem with being an academic, a researcher or an information officer nowadays
is that there is just too much information to handle. Once, the PhD student did a
‘literature review’ by searching within libraries and bookshops and borrowing from
other libraries. Subject indices and annual Abstracts (reporting the title and author-
ship of articles in a range of journals or other sources and giving a brief abstract of

05-Sapsford -3330-05.qxd  11/16/2005  3:29 PM  Page 124



Research and information on the Net 125

their contents), classified publishers’ catalogues and purpose-written Bibliographies
were the available means for locating work. A range of strategies were used for
tracking down publications – using the reference lists of papers already read (fol-
lowing up references there which looked useful and looking to see if useful authors
had published anything since), using general textbooks as a guide to more specialist
literature, looking for relevant specialist journals, writing to academics and research
units to seek out useful sources and the sheer serendipity of looking along the library
shelves at the point where a useful source has been found, or going through back and
subsequent issues of journals, to see what came to hand. The aim was to cover every-
thing written on a topic, in order to make sense of what is already known and place
the new research question in the context of the existing body of knowledge.

Even in the 1930s or 1940s the task of covering everything was an impossible one.
(There are several instances of research issues and scholarly debates emerging in
different countries at different times – sometimes, but not always, in different
languages – and running surprisingly parallel courses, without any evidence whatso-
ever that the later set of participants had read the work of the earlier ones.) Now so
much is being published that covering everything is out of the question. The advent
of the World-Wide Web – the loose network of interconnected servers that links com-
puters across the world – makes so much material available that a lifetime would not
be sufficient to cover a small fraction of it. At the same time, the Web puts sources
within the reach of people and organisations that would not have been able to afford
the time, or the money, to seek them out for themselves. Laborious hand-written
notes are more and more being replaced with downloadable text, and photocopying
gives way to downloading of text, pictures and even video and audio records.

All the old strategies for seeking out information are still in use, and they may
indeed be the best way to start in an academic research area, where what is impor-
tant in the first instance may be the development of ideas rather than the prolifera-
tion of data. The new media, however, have brought new search engines to bear on
the researcher’s problems. Some time ago the classified ‘manual’ library catalogue –
cards arranged in author or title order, or sometimes classified by subjects deter-
mined by the insight of librarians or the demands of cataloguing systems such as the
Dewey Decimal System – gave way to computerized catalogues which have the
property of being searchable. What this means is that you can insert a word or phrase
as a keyword and call up everything within the library which has been classified
under it – all uses of the phrase or its component words in the title or in an auxiliary
keyword cataloguing field, according to the sophistication of the system. A combi-
nation of keywords will pick out the broad set which contains any of the components
or the narrow subset which contains them all. This gives much more flexibility to
searching catalogues, and works from unlikely sources or little-known authors are
less often missed; as Ó Dochartaigh (2002) points out, the Web is the answer to mar-
ginalization by place or resource or freedom of access.

The strength of the Web as a whole is that, while there is no catalogue of it as there
would be in a library, the Web is searchable in just the same way. Every item acces-
sible on the Web has a unique address or page-name, and the text of the items is itself
open to searching. The amount of material available is almost incalculably large, but
computers work very fast indeed, so that a search that would take a person a year
will be a matter of moments on the computer. Search Engines will permit you to
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enter keywords, as in a catalogue search, and identify sites whose names or contents
include those words.

Searching is admittedly something of an art; it is very easy to miss references, or
to summon up too many or too few. Selecting keywords involves a great deal of
imagination, and searches will generally require several different combinations of
keywords to cover the range and then narrow down the selection to an inspectable
number. ‘Urban regeneration’ would yield thousands of entries, for example, and it
would be necessary to limit the search to a subfield – by place or period or type of
publication or by discipline (psychology, sociology, economics, politics, built envi-
ronment) or area of intervention (housing, health, schooling, crime, local economy,
employment…). It is necessary sometimes to allow for geographical or cultural dif-
ferences between how things are labelled. It will always be good practice, for exam-
ple, to explore both English and American spellings of terms, and the same may be
true for French and Canadian French. We need also to remember that the clichés of
one country are not necessarily shared by another. Two apocryphal stories often told
to illustrate this point concern (a) the psychologist interested in applying psychome-
tric tests of pain and control over pain to the experience of going to the dentist who
entered ‘scaling’ and ‘pain’ into a set of dental abstracts – with predictable results,
in hindsight – and the British sociologist interested in unreported work and benefits
fraud who entered ‘black economy’ into a US database. In the latter case the phrase
means ‘covert or illegitimate work for money’ in Britain, but in the US it summoned
up thousands of references to the legitimate economic endeavours of African
Americans.

Sources found on the Web are particularly useful to the researcher and writer
because they are already in electronic textual form. They are themselves searchable –
keywords will bring the reader to relevant passages without having to plough
through the whole document (though at the risk of the reader misunderstanding the
context of the passages so identified). More, they are copyable – you do not have to
write down quotable passages to use in your writing but can copy them from the
source document and paste them in place. (The corresponding problem here is a very
substantial growth in plagiarism which we can only hope is largely confined to the
student population.)

BBooxx  55..11 Useful abstracting services (valid at the time of writing)
(Note: many of these are accessible only through libraries that
subscribe to them, or offer only limited services to non-subscribers)

eeddiinnaa..aacc..uukk//eeccoonnlliitt::  abstracts from international economics journals.
wwwwww..bbiibb..uummii..ccoomm//ddiisssseerrttaattiioonnss::  access to Dissertation Abstracts.
wwwwww..bbiiddss..aacc..uukk::  social science and humanities abstracts and access to
the PsycInfo database of psychology abstracts.
wwwwww..ddiiaalloogg..ccoomm::  This site gives access to several hundred databases
covering a range of disciplines – e.g. business studies, medicine, psychol-
ogy, sociology.
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BBooxx  55..11 (Continued)

wwwwww..iissiinneett..ccoomm: The ISI Web of Science site is the leading British source
of world-wide social science references. This may also be accessed
through wos.mimas.ac.uk.
wwwwww..jjhhuuccccpp..oorrdd//ppoopplliinnee:: the Popline database of abstracts on popula-
tion, family planning and related issues.
wwwwww..nnoorrtthheerrnnlliigghhtt..ccoomm::  this is a very flexible means of accessing articles
in the site’s own database or across the web and paying for full-text
versions by credit card. (There is no charge for looking just at Abstracts.)
wwwwww..ooccllcc..oorrgg::  The Firstsearch Electronic Collections Online database
from OCLC includes a wide range of publications of relevance to the
social sciences, including sociology, women’s studies, economics and
psychology and incorporating access to Dissertation Abstracts.
wwwwww..oommnnii..aacc..uukk//mmeeddlliinnee::  abstracts on medicine, nursing and profes-
sions allied to medicine.
wwwwww..pprroommoo..nneett//ppgg//: Project Gutenberg is a full-text database of public-
access books (mostly those on which copyright has run out).

Journal articles (abstracts and sometimes full text) can also be accessed via
publisher or ‘aggregator’ sites – e.g. www.blackwells.com, www.ingenta.
com, www.sciencedirect.com (Elsevier Publishing), www.swetsnet.nl.

IInnffoorrmmaattiioonn  oonn  tthhee  NNeett

Beyond books and articles, the Web opens up access to a wide range of other ‘pub-
lications’ which would not have been available in the past except at a local level.

• Government and local government sites include information and articles on a
wide range of topic areas, including policy documents, legislation and official
documents, local and national government research reports and (often interro-
gatable) published administrative statistics (crime figures, economic data, statis-
tics of health, housing, education, leisure…). The US output is particularly
voluminous (at least in part because of their Freedom of Information Act), but
most other countries also make quite a lot available.

• Full-text newspaper reports, with searchable indices, give access to published
works across the world.

• University sites generally contain information about research and sometimes
access to reports and summaries online.

• Individual research projects sometimes have their own sites, as do voluntary
organizations, groups of activists and many other kinds of group. A general
search for the name of the group (perhaps limited in terms of country) will gen-
erally turn these up.

• Some academics and many others have their own web sites, which may include
publications, polemic, reviews, statistics or other potentially useful information.
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BBooxx  55..22 Further useful web sites (valid at the time of writing)

Government and other ‘public’ sites
nneeiigghhbbuurrhhoooodd..ssttaattiissttiiccss..ggoovv..uukk::  local and regional statistical information
on the UK.
wwwwww..aacccceessss..ggppoo..ggoovv::  access to a wide range of US Government
publications.
wwwwww..aammnneessttyy..oorrgg::  Amnesty International.
wwwwww..cceennssuuss..ggoovv::  the United States Census.
wwwwww..ddaattaa--aarrcchhiivvee..aacc..uukk: the Data Archive held at the University of Essex,
UK, which gives access to a wide range of large-scale social, educational
and psychological surveys.
wwwwww..hhmmpprriissoonnsseerrvviiccee..ggoovv..uukk: information on prisons in England and Wales.
wwwwww..iiffrrcc..oorrgg::  the website of the Red Cross/Red Crescent.
wwwwww..ffeeddwwoorrlldd..ggoovv::  access to a wide range of US government statistics
and databases.
wwwwww..ooffffiicciiaall--ddooccuummeennttss..ccoo..uukk:: full-text versions of UK Command and
Parliamentary papers, including the annual reports and statistical returns
from government agencies (e.g. police, prisons, health, education).
wwwwww..ooppeennggoovv..uukk: access to most British governmental information – a
‘portal’ for identifying other websites.
wwwwww..rreeggaarrdd..aacc..uukk::  results of research sponsored by the UK Economic
and Social Research Council.
wwwwww..ssoocciiaalleexxcclluussiioonnuunniitt..ggoovv..uukk: the UK Social Exclusion Unit –
document and research reports on deprivation and urban regeneration.
wwwwww..ssttaattiissttiiccss..ggoovv..uukk:: summaries of UK governmental statistics.
wwwwww..uukkoonnlliinnee..ggoovv..uukk: a second portal to UK government websites.
wwwwww..uuppmmyyssttrreeeett..ccoo..uukk:: a non-governmental source of UK local statistics,
including statistics on material deprivation.

News and media
wwwwww..iippll..pprrgg//rreeaaddiinngg//nneewwss: access to a wide range of newspapers.
wwwwww..iippll..pprrgg//rreeaaddiinngg//sseerriiaallss//: access to a wide range of online magazines
and serials.
wwwwww..lleexxiiss--nneexxiiss..ccoomm: the largest full-text collection of newspaper articles
world-wide.
wwwwww..nneewwsslliibbrraarryy..ccoomm: an archive of US newspaper articles.
wwwwww..nneewwsslliinnee..oorrgg: the site of the American Journalism Review –
newspapers, magazines and broadcast media.
wwwwww..yyaahhoooo..ccoomm//rr//nnmm: covers a variety of media.

Wire services
wwwwww..aaffpp..ccoomm: Agence France Press.
wwwwww..iittaarr--ttaassss..ccoomm: TASS.
wwwwww..ppaa..pprreessss..nneett: Press Association, UK.
wwwwww..rreeuutteerrss..ccoomm: Reuters.
wwwwww..uuppii..ccoomm: United Press International, USA.
wwwwww..wwiirree..aapp..oorrgg: Associated Press, USA.
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The problem with using any of this information is the question of how to evaluate its
worth. As we saw in Chapter 1, when looking at the statistics of crime and mortal-
ity, you need to know quite a lot about other people’s statistics before you can be
reasonably sure they are valid for your purposes. The same is true of all other kinds of
information. Press reports may be ‘news’, but they cannot be taken straightforwardly
as ‘fact’; even where there is no governmental or business censorship, two genera-
tions of the sociology of the media have demonstrated that many issues other than
‘truth’ are involved in what gets reported and how it is presented. Journal articles
and, to a lesser extent, books, are safer, in that reputable academic journals follow a
peer-review process by which submitted material considered by other academics,
anonymously on both sides in the case of journals, before they are selected for publi-
cation. (You still have to evaluate the arguments and methods for yourself, of course!)
Government material will be taken as more or less reliable and valid, depending on one’s
attitude to Government. Other material is to be treated with caution. As Ó Dochartaigh
(2002, p. 18) points out,

The lonely, the deluded, the obsessive. Individuals who fall into these categories seem to be
heavily overrepresented on the Net.

Deliberate fraud is also not to be ruled out: nothing stops me from opening up a web-
site in someone else’s name, or the name of a University or other public organiza-
tion, except subsequent legal action on the part of that person or organization. Case
law has demonstrated that even where the name or apparent source of a site is
grossly and probably deliberately misleading, it may still be legal if it registered the
name first.

SSaammpplliinngg  oonn  tthhee  NNeett

Not everyone uses the Net, clearly, and so any conclusions based on Internet sam-
ples are likely to be in some ways biased.

AAccttiivviittyy  55..11  ((aa  ffeeww  mmiinnuutteess’’  tthhoouugghhtt))

In what ways would you expect Net users to be untypical of the population, and
in what ways are samples of them likely to be unrepresentative (a) of Net users
and (b) of the general population?

This is not a particular problem of the Net. As we have seen in earlier chapters, even
randomly selected target samples finish up to some extent as volunteer achieved
samples and not perfectly typical of their population, because of differential non-
response/refusal/failure to contact. What we need to know, about a Net sample as
about any other, is in what ways it is likely to be unrepresentative/untypical of the
population. Clearly it is restricted to those who own or have access to computers,
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which is a substantial limitation. It seems plausible a priori that older people,
particularly working-class older people, may be less likely to use the web, so that
web users are a select and different subset of them, but this seems less plausible
when we consider people under the age of thirty, many of whom grew up with it and
used it at school or at home to gather material for their homework. The view has
been widely expressed that the internet-user population is a dramatically skewed
sample of the population at large (Bordia, 1996; Coomber, 1997; Stanton, 1998).
Szabo and Frenkl (1996) present concrete evidence that the Net-user population is
skewed in just the ways that might be expected – mostly middle-class and well edu-
cated and predominantly North American. These views have been challenged, how-
ever. Smith and Leigh (1997) compared Internet and non-Internet samples and found
that they differed in mean age and gender, but not in terms of ethnicity, education,
sexual preference/orientation, marital status or religious affiliation. A study drawing
samples via the American Psychological Association web page (Krantz et al., 1997)
and a student sample found a wider age-range in the former but no difference in gen-
der proportions. Clearly it is not safe to talk about ‘the Internet user population’; we
need to consider the nature of the sites and their probable readership. We will also
want to consider the extent to which it would matter if the sample were unrepresen-
tative, particularly in qualitative research, and balance this against the possibility of
reaching otherwise untraceable scattered marginal or deviant groups – Coomber
(1997), cited above, was a survey of drug-dealers – or drawing samples world-wide.

Most sampling/case selection on the Net entails volunteer sampling: a research
instrument or invitation to participate is published on suitable sites or circulated
through email mailing lists. This kind of approach allows some degree of targeting
but makes it more difficult to demonstrate population validity. Ways of warranting
this that have been suggested, include taking very large samples in order to minimize
sampling bias (Strauss, 1996), comparing sample size to number of ‘hits’ on the site
over the period of the survey (Hewson et al., 2003), or comparison with non-Internet
samples to establish which population is appropriate for comparison (Buchanan and
Smith, 1999; Smith and Leigh, 1997; Hewson et al., 2003), sampling randomly from
lists of user groups as a form of cluster sampling (Swoboda et al., 1997), or sampling
randomly from visitors to a given site (Dahlen, 1998, cited in Hewson et al., 2003).

QQuueessttiioonnnnaaiirreess  oonn  tthhee  NNeett

Survey research using the Net is becoming increasingly more common. Many com-
panies or organizations that provide services on the Net are taking the opportunity to
present satisfaction surveys or market research surveys to all or some of their users.
Questionnaires to all users would be useful on a site visited relatively rarely, but on a
frequently used site this kind of presentation would either generate unmanageably
large numbers or risk a biased sample by sampling only a short and potentially unrep-
resentative time period. For frequently visited sites, with the help of a technician/
programmer, it is possible (see above) to organize presentation so that a randomly
chosen sample can be generated, and indeed to sample time periods systematically.

For the casual or amateur user – the typical researcher – email presentation is
probably the simplest means of delivery. An email is sent to appropriate lists of users
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asking them to fill in an attached questionnaire and return it as an attachment to the
reply. This has the problem that it is difficult for the user to remain anonymous –
more so, at any rate, than with unsigned and unnumbered questionnaires returned in
envelopes, because email arrives with the address of the sender as part of the mes-
sage. It has the enormous advantage of cheapness; from the researcher’s point of
view there is no more expense in sending thousands of copies than hundreds or tens –
mailing to each list takes one single operation. There is also anecdotal evidence that
those who use computers frequently may be more sympathetic to email than to mate-
rial received through the post and more likely to reply to it.

Many researchers set up a special email account for the research project and close
it at the end of the project, to avoid clogging up their ‘working’ email account with
either responses to the questionnaire or the junk mailings that are often attracted
when you post out to unknown recipients. Doing so can also conceal identity, where
the topic area is sensitive and the researcher does not wish his or her association with
it to become public knowledge, along with his or her address.

With more knowledge or technical help, or the use of one of several software
packages now available on the market, the questionnaire can be presented in HTML
and made very attractive and interactive. Interaction and differential routing can also
be managed by connecting to the ‘quiz’ routines of a web-based teaching package
such as Blackboard. With a bit more knowledge still, or technical help again, the
questionnaire can be accessed through a link to a web site, and it is possible to con-
trol access to the site (to quota for demographic characteristics, for example) by
adding preliminary ‘routing’ questions. Anonymity of respondents is easier to assure
and to demonstrate with Net presentation than when using email.

AAccttiivviittyy  55..22  ((aa  ffeeww  mmiinnuutteess))

What are the advantages, and the drawbacks, of using the Net to deliver ques-
tionnaires? List as many as you can think of.

• As was said above, a major advantage is cheapness.
• A second is that the Net and email make some ‘difficult to access’ populations

more accessible.
• A third is that questionnaires filled in on computer are not subject to the same

constraints of space as physical questionnaires; while you would want to limit the
time the task takes, you do not need to limit the number of pages in order to make
it look like a quick task.

• It is also possible to route respondents through the questionnaire more clearly
than on paper-based instruments if an interactive form is used; this gives some of
the advantages of interviewer-administered questionnaires without the element of
personal reactivity which these inevitably entail.

• It is possible to obtain very large samples at no extra effort, or to obtain an
adequately large sample in a relatively short space of time and little expense; as
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Hewson et al. (2003) point out, this makes the Net survey a viable instrument for
pilot studies and unfounded projects.

• There is some evidence that response rates are better and answers to open-ended
questions longer on email surveys than on postal ones (Schaerfer and Dillman,
1998), though not all studies report good response rates (see, e.g. Couper et al.,
1999).

• Finally, with proper design and/or by use of an appropriate software package it
is possible to design questionnaires which are machine-readable, where the
answers are automatically transferred to an analysis package (e.g. SPSS) or a
spreadsheet compatible with one (e.g. Excel). This saves a lot of time and can
save a lot of money.

The problems are mostly problems of sampling (see above). Validity is probably not
an issue: there is no reason to suppose people are any more likely to lie or misrep-
resent themselves on email or Internet questionnaires than on postal ones. Possibly
there may be problems of procedural reactivity – some people may find computer
presentation more remote and impersonal than the paper or interviewer-administered
questionnaire – but there is as yet no empirical evidence available to permit us to
explore this concern. Given proper design it seems likely that younger respondents
will find computer-mediated presentation less impersonal if they associate the computer
with email and chat-room conversations with friends.

QQuuaalliittaattiivvee  IInntteerrvviieewwiinngg  oonn  tthhee  NNeett

Email is an obvious medium, in some ways, for initiating a conversation and inter-
viewing in a relatively unstructured way. However, the conversation will be asynchro-
nous – replies will not necessarily be posted immediately after the question is asked – and
there is a remoteness about written correspondence which is felt to a lesser extent in
telephone interviews but not in face-to-face interviewing. It is probably better to think
of email data-collection as a different medium from interviews, though sharing many
features – something more like an exchange of letters, but far faster and producing less
‘mannered’ and deeply considered responses. ‘Chat rooms’ and ‘bulletin boards’ allow
more of the features of spoken, face-to-face conversation to be preserved. Both may
seem remote to older informants and so invoke a degree of procedural reactivity, but this
is less likely to be the case with younger informants (many of whom use such methods
routinely as a means of communication, often with strangers or people known only
‘through the computer’). There is little or no opportunity in either means of presenta-
tion for drawing on non-verbal cues, as in a face-to-face interview, but the development
of video conferencing may overcome this problem.

Good results have been reported by researchers using the computer for immediate
communication (e.g. O’Connor and Madge, 2000; Bennet, cited in Mann and
Stewart, 2000), reporting that informants were more able than in previously con-
ducted face-to-face research to develop their own themes and elaborations. Reports
on asynchronous interviewing are more mixed. Hodkinson (2000) reports that the
questions had an undue effect on the communication, which became formal and con-
stricted, while Mann (in Mann and Stewart, 2000, p. 77) experienced no such problems.
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The successful use of email to circulate anonymized contributions by other informants
as a stimulus for discussion has also been reported (Ferri, 2000).

The Net may also be used to conduct group interviews/focus groups or to set up
discussion panels which ‘meet’ more than once. There has not been a great deal of
group research online so far, but the possibilities are immense (Gaiser, 1997; Mann
and Stewart, 2000). Groups can be run ‘in real time’ or asynchronously in the form
of chat rooms or bulletin boards, or with purpose-built conferencing software (or,
presumably, by serial emails where the content of each message is preserved as it is
forwarded to the next participant). Group research online has been used successfully
in areas which might be thought too sensitive for group discussion – discussing adoles-
cent sexuality with adolescents, for example (Schnarch, 1997).

The disadvantage, obviously, is that there is no non-verbal interaction between
participants, and it is also sometimes found that turn-taking breaks down in real-time
computer-mediated interaction between more than two people. However, the advan-
tages are equally obvious. It is much easier to bring a group together on the machine
than in the flesh, and differences of power or status make less impact on computer-
mediated conversations than in real-time ones. Asynchronous groups are less imme-
diate than real-time ones, but they are useful in overcoming problems of time
coordination and also help to iron out differences in typing and writing speed
between participants. There are suggestions that asynchronous groups allow more
consideration to be given to questions, and to answers, than the immediacy of the
real-time group (see Horn, 1998 on the nature of chat as opposed to conversation
online).

PPaarrttiicciippaattiinngg  aanndd  OObbsseerrvviinngg

Finally, there are clearly opportunities for observation and participation on the web.
Passive observation – looking at pages and sites, including interactive sites such as
chat rooms – is a self-evident possibility for research, sharing much with content
analysis or critical analysis of printed text. Comparison of sites would permit com-
parison of imagery or ideology or discourse between different kinds of company or
institution, or between the sites of individuals (classified into genders by name, per-
haps, or into countries by the suffix of the email/web address). Observation and com-
parison of interactive sites allows study of the Net itself as an interactive virtual
environment – who enters what kind of site (with personal characteristics deduced
from details revealed in the interaction – or as stated by the respondent, if you con-
trol the site and can ask entrants about demographics), how they behave while on it,
what actions they take and what choices they make, what rules of conduct and
implicit expectations can be inferred from what people say and do.

Active participation is also a possibility. A researcher could join a chat room or
work group with the intention of taking part but also exploring the nature of the
group. This would be classic participant observation – taking a (minor) role in a
group or context, experiencing the context as a participant, interacting with and talk-
ing to other participants, noting their explanations and justifications and exploring
the rules and conventions that help to define the nature of the context. (Like ‘real-
life’ participant observation, the entrant to virtual communities may have to become
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quite deeply immersed before finding or being allowed access to ‘rooms’ other than
the most public and easily accessed – see Kendall, 1999.)

A problem, however, is that it is never quite clear what is being explored and who the
participants are. This is true in all situations, on or off the Net, but it is particularly true
of computer-mediated interaction which is not concerned with work issues – chat rooms
and the like. It is not just that people can lie about who they are or falsify their personal
details; it is that they do, in large numbers, as far as one can judge anecdotally. A culture
has grown up of presenting oneself differently on the Net from in real life, to the extent
that the notion of apparently 20-year-old men or women turning out to be in their fifties
or pre-teens when computer correspondence leads to face-to-face meetings has become
a cliché of fiction-writing. There are even sites where the adoption of a false identity is
mandatory – role-play sites where a story is invented and played out in a chat-room
according to pre-declared rules (e.g. that participants are vampires or thieves or super-
heroes, with declared powers and histories); role-play groups also meet ‘in real life’, but
they are less common than computer-mediated groups. The adoption of false or modified
or partial identities is of research interest in its own right – though following up on it
would entail researching the ‘real’ person as well as the fictional image, which is more
difficult – and people’s behaviour in these identities is also a valid research area (perhaps
contrasted with typical behaviour in groups or written text). It has been argued (by, e.g.
Mann and Stewart, 2000) that we can only ever observe virtual environments on the web,
not ‘real life’. This is perhaps to overstate the problem; male behaviour on the web, for
example, is a case of male behaviour in general and could validly contribute insights to
research on gender. The problem of identity on the web does, however, raise interesting
reflexive questions about the status and generalizability of evidence, which also have
implications for the other forms of Net research described above.

Current ethical wisdom is that research should be overt for the most part, in
computer-mediated research as much as in research face to face with participants and
for the same reasons. Passive analysis of existing sites will normally not require con-
sent, in the same way that research on published reports and novels does not require
consent; websites are in the public domain. Where information is actively collected
about participants or where researchers enter an interactive relationship for the pur-
poses of research, it is normally thought that they should make their research identity
clear to participants (and probably ask the permission of the person controlling or co-
ordinating the site before entering it for research purposes). Permission is also usu-
ally asked, even to post advertisements on sites asking for volunteer informants.

CCoonncclluussiioonn

Research does not have to involve first-hand data collection; it can also be
based on material made available by other people. Government depart-
ments and other organizations publish statistics covering their area of
operation, and these can be very useful, provided due allowance is made
for their provenance and some imagination used about allowing, in draw-
ing conclusions, for the way in which they are collected.
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(Conclusion continued)

Many of these statistics are available on the Internet, as answers to
queries or pre-set tables or even sometimes as data sets that can be re-
analyzed. The Internet is an invaluable tool for the researcher. It can be
used to locate books, articles and reports in locations which might not
otherwise have been accessible. It provides abstracts and often full-text
copies of a wide range of sources. Much material is ‘posted’ on the Net
that might not be accessible in printed form or which is never printed. It can
be used as a medium for contacting research informants, using survey
questionnaires or less structured forms of interrogation and conversation.
The content of what is posted on the Net and the interaction between
people which occurs naturally in computer-mediated form can also be
topics of research in their own right and yield valuable clues to what is
thought, said and done in ‘real life’ contexts.

More even than any other source of information, however, we need to
think reflexively about the validity of Net-derived information. Anything
can be posted on the Net, by anybody. You need no authority to put some-
thing there, where it can be accessed by other people, and there are few
checks on authenticity. You can pretend to be whom you like or alter your
ascribed characteristics; you can lie, or mislead, or simply be mistaken,
out of ignorance or as part of wider mental malfunction. Falsehood, bias,
bigotry and zealotry are present alongside truth, science and thoughtful
analysis. All Net material, including ‘first-hand’ data, is therefore to be
treated with some caution.

KKeeyy  TTeerrmmss

AAssyynncchhrroonnoouuss  pprreesseennttaattiioonn interaction in which the replies may not be
immediate but be made at any time. (Email is the most obvious example
of this.) The opposite is synchronous/real-time interaction.

BBuulllleettiinn  BBooaarrdd an asynchronous chat room – a site where different
people can leave messages (on an agreed topic) which can be read by all
subscribers to the Board.

CChhaatt  rroooomm a synchronous Bulletin Board – a site where subscribers to
the room can talk to each other in real time and all can read everyone’s
contributions.

EEddiittaabbllee  tteexxtt text which can be inserted into and worked on within a
word-processing program.

EEmmaaiill one-to-one (or one-to-many) private correspondence using
computer links.

EExxcceell Microsoft’s spreadsheet, which allows data storage and simple
calculation.

(Continued)
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(Key Terms continued)

HHiitt a visit to a site. (Most hit-counters cannot say whether a number
of hits represents x different people or one person visiting x times.)

HHTTMMLL a form of presentation which produces good-looking web
pages and can readily be made interactive with the user but which is less
suitable for copying into text/word-processed documents.

IInntteerrnneett (also called Net or Web or World-Wide Web): A collective
name for all the sites available by telephone connection.

KKeeyywwoorrdd a word or phrase used for searching for references to a
given topic. Keywords can often be linked by ‘and’, ‘or’ and perhaps ‘not’
to form flexible and sophisticated search expressions.

PPaaggee an Internet location. See Site. (However, some sites may have
multiple pages, separately accessible or hierarchically organized.)

RReeaall  ttiimmee See Asynchronous Presentation.
SSeeaarrcchh  eennggiinnee a program or routine which will look at a wide range of

Internet sites and search for a word, phrase or keyword in their titles or
their full text.

SSeeaarrcchhaabbllee  tteexxtt text which will allow internal electronic searching for
characters or keywords.

SSiittee a location within the Web which is the ‘property’ of one person or
organization, who post (makes available) on it material which is to be
accessible to all comers. (Some sites have passwords for all or part of
their contents, so that it is necessary to subscribe and be admitted.)

SSyynncchhrroonnoouuss See Asynchronous presentation.
WWeebb See Internet.

FFuurrtthheerr  RReeaaddiinngg

Hewson, C., Yule, P., Laurent, D. and Vogel, C. (2003) Internet Research Methods: a practical guide for
the social and behavioural sciences, London, Sage.

Mann, C. and Stewart, F. (2000) Internet Communication and Qualitative Research, London, Sage.

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  55

Will you be using the Web at all as part of your research?

l For searching the literature, etc.: what databases will you search for
abstracts of journals, books, etc? What other sites might be useful?

2 For secondary source of statistics – as the main data, or as context for your
own empirical work: what sources are available? Do they have the kind of
detail you need? Are there agencies or academics you might contact to get
more detail or different figures?

3 For secondary qualitative sources – as the main data, or as context for your
own empirical work: are there books, brochures, handbooks, governmental
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reports, newspaper articles, personal or institutional web pages, that would
be useful? Do you have a strategy for locating such material?

4 Quantitative data collection: are there pages which might act as your ‘texts’
for content analysis (see also previous question)? Do you intend to use the
email or the web in general to distribute questionnaires? Have you consid-
ered questions of access and permission? What kind of a sample are you
likely to get, and is this adequate for your purposes?

5 Qualitative data collection: are you proposing passive observation of activ-
ity or content on the net? Do you propose overt interaction – conversations
or interviews on the net? Do you propose covert or overt participation – taking
part in, for example, chat-room sessions? In all these cases have you con-
sidered the ethics of doing so and the representativeness of the material you
would find?
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6

Using Documents

Ruth Finnegan

Interviews, questionnaires, observation and experiments – the forms
discussed so far – are all important sources of data in social and educational
research, and widely drawn on by researchers. But they do not comprise
all the forms of information gathering, despite what is sometimes implied
in ‘methods’ textbooks. Existing sources, whether in writing, figures or
electronic form, are also important bases for research. They can function
both as the main source for the researcher’s conclusions and to supple-
ment information from other sources.

Some understanding of the use of documentary and related sources is highly rele-
vant in three main ways. First, they form a major source of data in social research.
This type of source is often played down, perhaps because, since it is shared with
a number of other disciplines, it may not seem quite so distinctive of the social
sciences as data generated through questionnaires, surveys or experiments. However,
social researchers have, in fact, built extensively on the existence of such sources
as government reports, official and unofficial records, private papers, and statistical
collections. As with the other forms of information gathering discussed in this
book, these sources have both advantages and limitations, and they can be used well
or badly.

Secondly, the use of existing sources comes in at various stages of the research
process (in so far, that is, as these stages are separable). One phase is that of the pre-
liminary ‘literature search’. This usually comes near the start of any research
endeavour and so is not highlighted in this chapter, which is concerned primarily
with the phase of ‘data collection and construction’. However, there is frequently
some overlap between these phases, if only because existing sources are not only a
source of data for producing research findings in the first place, but are also com-
monly used for their criticism, or for further development later. Thus, they are doubly
important in assessing research.
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The third point is that these sources are not neutral asocial data whose import is
necessarily self-evident. Their selection and interpretation are affected, not only by
practical constraints like access or timing, but also by the researcher’s aims and
viewpoint. As you will see, this theme needs to be further extended into the question
of how the sources themselves come into being. Since there can be selection and
interpretation here too, a piece of research building on documentary sources needs
to be judged (among other things) by how carefully the researcher considers and
explains these aspects of the sources.

It is worth noting at the outset that, although the phrase ‘documentary sources’
was obviously first used to refer to sources in the form of written documents (still
one prime meaning of the term and a leading form of source material), it is nowa-
days sometimes widened to include other sources, such as radio or film material
which are neither primarily in writing nor in ‘documents’ in the traditional sense.
Both in this chapter and elsewhere you will encounter both senses. Indeed, the ambi-
guity is not without its uses in reminding us that existing sources comprise materi-
als of many different kinds. Most consist of words or numbers, but there are also
such forms as maps, charts and photographs; and audio or video sources are also
increasingly exploited. The medium for their storage, transmission and consultation
also varies. Some are in manuscript, others published in print. Some are on paper,
others on microfilm or microfiche, in audio-visual media or (increasingly important
and also discussed in Chapter 5) in electronic form.

DDooccuummeennttaarryy  SSoouurrcceess

This chapter gives further consideration to principles for evaluating existing sources
as data, with the main focus on documentary sources in the traditional sense of tex-
tual documents which are written (or otherwise reproduced typographically) largely
in the form of words. (As you will see, this needs some qualification as we go along,
but for the moment we will let it stand.)

There is a reason for taking mainly written texts as the primary focus here. Written
documents exist in huge numbers in our society, both of a private or personal kind
and in the form of what Hakim (1987: 36) refers to as ‘administrative records’:

Vast quantities of information are collated and recorded by organizations and individuals
for their own purposes, well beyond the data collected by social scientists purely for
research purposes. 

Indeed, both the proliferation of written records, and communication through writ-
ing more generally, are widely seen as major features of modern society. Some
scholars would go so far as to regard them as the defining attribute of Western indus-
trial culture, whether because of the (arguably) central role of print in our modern
consciousness or through the development of modern bureaucracy, with its reliance
on written rules and administrative records (for some of the arguments on this, see
Goody, 1986; Finnegan, 1988). Something of the variety of documentary sources
can be judged from Box 6.1.
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BBooxx  66..11 Summary of types of source for the
contemporary and recent UK

Standard and official sources

• Works of reference, e.g. Whitaker’s Almanack, Statesman’s Year Book,
Annual Abstract of Statistics, The Times Index, Keesing’s Contemporary
Archives, Who’s Who, Annual Register of World Events

• Government reports including (a) parliamentary papers (i.e. all papers
ordered by or laid before either House of Parliament and papers
printed by command of the government, including reports of Royal
Commissions); and (b) non-command papers (e.g. reports of depart-
mental committees)

• Statistical records, including the Census and the Registrar-General’s
Reports (the decennial Census, and the annual Registrar-General’s
Statistical Review of England and Wales and Annual Report of the
Registrar-General for Scotland). For further examples see Box 5.1 in
the previous chapter

• Annual and special reports, local and unofficial, including reports by
local Medical Officers of Health, and reports of companies, societies,
schools, universities, political parties, trade unions, etc.

• Parliamentary debates (Hansard)
• Documents on foreign policy issued by, or with the cooperation of, the

Foreign Office

Cabinet and other papers

• Cabinet records (because of the ‘30-year rule’ these cannot be con-
sulted for the most recent period)

• Other government documents (the same difficulty applies)
• Private papers, e.g. private papers of politicians (many deposited in

libraries throughout the country), trade unions or political parties

Memoirs, diaries and biographies

(These may be particularly useful for the period for which government
records are closed by the ‘30-year rule’)

• Biographies and autobiographies
• Diaries (not very many available)
• Memoirs (available in abundance: a sometimes informative but haz-

ardous source to use)

Letters, contemporary writing

• Current affairs, including works by journalists as well as by social scientists
• Social surveys, including public opinion polls
• Novels, poetry, plays (imaginative writing provides source material of

a particular kind, more useful for answering some kinds of question
than others)

• Newspapers and other periodicals
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BBooxx  66..11 (Continued)

Images, sound and objects

• Film
• Photographs, maps and pictures
• Sound and video recordings (including audio and video cassettes; also

programmes currently going out via radio and television and the
records of these – if preserved – in the archives)

• Interviews, tape-recorded and other
• Museums and their contents
• History on the ground: townscapes, landscapes, aerial photographs

Computerized records

• Any one or more of the above stored or distributed electronically (e.g.
the BBC ‘Domesday’ interactive video-disc; statistical records stored
as computer databases)

Source: derived from Mowatt, 1971

Not all sources follow the traditional model of written documents: printed text is not
the only medium for reproducing words. Modern technologies have made possible
the storage and dissemination of sights and sounds other than traditional verbal texts:
in radio, for example, film or photographs, and other categories listed under ‘Images,
sound and objects’ in Box 6.1. Varieties of documentary sources include:

• Medium: for example, papyrus, parchment, stone, tape, cassette, micro-film/
fiche, electronic.

• Form: usually words/text and figures, but also other related forms: graphic, picto-
rial, audio, video and material; and all of these forms expressed in digital tech-
nology (as discussed in Chapter 5).

These other (non-written) forms and media are now common enough to be given the
label of ‘documentary’.

A final point is that, where researchers rely on documentary sources for their data,
their methods have to be evaluated in rather a different way from that applied to research
based on interviews, observation or experiment. Researchers using documentary sources 

have to compile their own post hoc account of the procedures and methods used to compile …
the records on which a study is based. This account replaces the usual methodological
report on how data were specially collected in other types of study. (Hakim, 1987: 41) 

Therefore, to understand – and so be able to produce a critique of – the method-
ological procedures in document-based research, we need to explore further some-
thing of the nature of documents and how they are compiled: how they come into
being. Some of the basic principles at work here are considered in the rest of this
chapter. (Further treatment of more specialist and advanced techniques for textual
analysis is given later in the book.)
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SSoommee  IInniittiiaall  DDiissttiinnccttiioonnss

Let us start by looking at some distinctions both between different types of documen-
tary sources and between different ways of using them. Both distinctions have their
uses. They also, as we will see, have their limitations – and limitations which, in
their turn, can be illuminating.

Primary Versus Secondary Sources
When considering how researchers use documentary sources to collect and analyze
evidence, one of the most commonly invoked distinctions is between ‘primary’ and
‘secondary’ sources. Historians and others conventionally regard as primary sources
those that were written (or otherwise came into being) by the people directly involved
and at a time contemporary or near contemporary with the period being investigated.
Primary sources, in other words, form the basic and original material for providing
the researcher’s raw evidence. Secondary sources, by contrast, are those that discuss
the period studied but are brought into being at some time after it, or otherwise some-
what removed from the actual events. Secondary sources copy, interpret or judge
material to be found in primary sources. Thus, the Magna Carta would be a primary
source for the history of thirteenth-century England, while an account of thirteenth-
century politics by a twentieth-century historian would be a secondary source. Both
can be useful – but they are different. There are many possible controversies over
detailed definition here, but by and large the distinction between primary and
secondary material is widely accepted as a fundamental one, defined in terms of the
‘contemporaneity’ of the source and closeness to the origin of the data. True research,
it is often implied, should ideally involve acquaintance with all the relevant primary
and secondary sources for the topic being studied, but with particular emphasis on the
primary sources – the basic and original data for study.

It is true that this distinction can be pressed too far and ultimately (as will become
clear in later sections of this chapter) breaks down. But at one level it can be very
helpful for assessing others’ usage of documentary sources in their research. A report
which purports to be based on detailed evidence about some complex question, but in
fact depends only on consulting secondary accounts without ever getting to grips with
the primary sources, could certainly be open to criticism. Examples might be draw-
ing conclusions about a company’s financial standing from a speculative newspaper
comment (secondary) rather than its detailed balance sheets, or deducing the family
structure of a particular town in, say 1881, not by studying such sources as the 1881
Census Enumerators’ books (primary), but by generalizing from twentieth-century
secondary accounts. General matters outside the researcher’s main topic of interest
are, reasonably enough, not usually followed up in primary sources. Time and cost
constraints play a part here, as so often, in limiting the researcher’s scope. Similarly,
primary sources would not need to be researched for matters of common and agreed
knowledge (like, say, the date of the establishment of the European Common
Market). They would not need to be researched, that is, unless that topic itself became
a matter of controversy, turning on some fine point of interpretation, or the researcher
wanted to counter conventional wisdom. In such cases, it is not uncommon to ‘go
back to the original sources’ precisely so as to issue a well-founded challenge.
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Each case, then, must be taken according to its specific circumstances. But, in
general, asking about the nature of the sources used to obtain the information for the
research is one key question to pursue in assessing a piece of research. And one of
the central aspects of this is whether the researcher made use of primary or of secondary
sources and how far such a choice can be judged the appropriate one.

‘Direct’ and ‘Indirect’ Uses
One way of approaching a given source is to seek information directly from the
factual content contained in it. Thus a university’s published annual report will give
information about numbers of students, staff, departments or courses, its library
resources, its future plans and so on – useful information for someone researching on
such topics. Similarly, a newspaper report, a biography, or a column in Hansard will
provide direct information about certain events or situations which could be essential
for answering questions to which a researcher needs the answers. The same could be
applied to just about any other documentary source you could think of: parliamentary
papers, the Census, diaries, letters, broadcasts, advertisements, organizational records.
All of these could, on appropriate occasions, be the source of direct information.

AAccttiivviittyy  66..11  ((ppaauussee  ffoorr  aa  mmoommeenntt))

Does the statement above raise any problems?

You will probably have identified the fundamental problem here even before I asked
you – the problem, that is, of whether you can trust the overt message in the source.
The Hansard speech, the newspaper account, the advertisement, even the ‘authori-
tative’ biography, might all have their own hidden agendas and select or ‘twist’ the
evidence to fit their own purposes.

So, if we cannot trust the overt content, does this then mean that the source is use-
less? This is where the indirect use of sources comes in. The glossy public relations
leaflet for a firm or a university might not – to put it baldly – state ‘the truth, the
whole truth, and nothing but the truth’. But the gloss put on the message can itself
convey indirect information about, say, the ideals aimed at, the standard terminology
used in a particular place or period, the kinds of subterfuges engaged in, or the sort
of images thought likely to appeal to the intended market. Similarly, even the most
self-indulgent and flagrantly non-factual autobiography might tell you something
unintentionally about, say, the author’s perspective, motivations, personality or
imagined audience, or about the social context in which she or he was writing. In
other words, a great deal of information can often be gained from a source indirectly,
even when a direct approach employing a (perhaps simplified) model of informa-
tion-transfer in terms of literal truth is likely to be less successful.

As with the primary/secondary distinction, the direct/indirect distinction becomes
more complex the more closely you look at actual source usage, and ultimately it too
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breaks down. It is a useful one to start out from, however, and the ‘indirect’ use of
sources is particularly worth bearing in mind in the following section.

HHooww  DDooccuummeennttaarryy  SSoouurrcceess  CCoommee  iinnttoo  BBeeiinngg

Faced with written or numerical records, it is easy to forget that these sources do not
just arise automatically through some natural process. They may look authoritative,
as if they could not have been produced in any other way. But, in effect, all these
sources are the results of human activity. They are produced by human beings act-
ing in particular circumstances and within the constraints of particular social, histor-
ical or administrative conditions.

Often these sources rest on a series of human decisions. An individual decides to
write a diary or memoir, a committee agrees to issue a report, a sociologist decides
to work on a book about drug addicts, a political party decides to publish an election
manifesto, or a business organization to issue an annual report (this may be as much
a result of a taken-for-granted routine as of a single once-and-for-all decision, but a
decision in some sense is involved). This may be followed by further decisions: that
the diary (or memoir) will be, for example, indiscreet or hard-hitting, that the report
will stress one aspect of the situation more than another, that the sociological study
will concentrate on one particular locality, that the manifesto or the annual state-
ment will play up certain issues and factors and play down or even suppress others.
All these decisions will obviously affect the nature of the source as it comes into exis-
tence. It can equally be affected by what could be called ‘unconscious decisions’. The
diarists may (not admitted even to themselves) be really writing with an eye to later
publication and so be representing events, personalities and even inner feelings in the
light of this; the committee may, without members themselves fully realizing it, form
part of a general reaction within the organization against the increasing influence of
some special group and be directed as much to countering that influence as to stating
isolated recommendations; the sociologist may turn the research direction to fit the
interests of those who control research funds or the accepted wisdom of the moment
among established academic colleagues; the details in the party manifesto may result
from a compromise between several opposing factions; and so on.

In all these cases a series of choices has been made – at least in the sense that the
result might have been otherwise. The resultant source can thus often be better
assessed if one can discover the kind of process by which it came into being. We can
in this way learn more about the author’s circumstances, and (perhaps) about the
influences on him or her by other individuals or groups, who may sometimes bear
more responsibility than at first appears. If some account has come into existence
through rumour rather than concrete evidence, this too is relevant. Or some particular
source might be a forgery – if so, it is essential for someone using the source to know
this. The cautions about statistical sources made earlier could equally well have been
brought in here: to assess them effectively we need to know how they were collected
and by whom. So, too, we can bring in the whole process of exactly how material on
a particular subject has been gathered. Knowing how a source came into being may
be directly relevant both for understanding who was responsible for it (and thus the
kind of interpretation likely to be involved) and for assessing its reliability.
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There is a further aspect too. This is a matter of the audience or purpose towards
which a particular source is directed. A political speech may be prepared and deliv-
ered to stir up the party faithful and have more comments about what ought to be so
than descriptions of actual situations; reports in particular newspapers may be
directed to a readership which demands, or is thought to demand, personalized and
dramatic stories rather than dispassionate analysis in depth; scholarly books and arti-
cles are often directed to a readership consisting of academic colleagues and com-
petitors. Who the supposed audience is and the extent to which the creator of the
account/speech/report shares the audience’s preconceptions are likely to affect both
what is said and what is left unsaid – once again, this is essential background infor-
mation for an assessment of the source.

How material is presented is also likely to be affected by the audience the author
has in mind. Certain styles of presentation have become accepted as appropriate for
particular types of publication: in other words, the style gives yet another clue to the
nature of the source, and hence what you can expect from it. Academic articles, for
example, can adopt a number of different formats, but they are commonly expressed
in relatively dispassionate language (‘is’ rather than ‘ought’ statements predominate,
with critical discussion of the central concepts), relate explicitly the content of the
article to work by other scholars, pursue a coherent argument and conclude on a gen-
eral or theoretical point. Political memoirs, on the other hand, generally use a more
chatty and personal style, giving a vivid picture of events and the author’s contribu-
tion to them, rather than reaching any general conclusion. Newspaper styles vary
considerably according to readership and editorial policy, but once again – as, too,
in television – there tends to be an emphasis on personalization and the glamour of
unusual or striking events. Statistical tables, by contrast, especially in official publi-
cations, have their own appropriate style of presentation: impersonal, starkly quan-
titative and unlikely to be chatty. Thus, although the distinction we looked at above,
between primary and secondary sources, is indeed a useful one, no source is really
primary in the literal and ultimate sense of giving the plain, unvarnished facts. There
is always some element of production and shaping, some process by which the
source came into being.

Further, we can now go back again to the ‘direct’ and ‘indirect’ uses of sources.
When we grasp the many complexities behind the creation of sources, it seems too
simple just to contrast the ‘surface’ message of a document with all the indirect or
implicit meanings that could be drawn from it. For, as will become even clearer in a
later discussion, most, perhaps all, texts contain a series of meanings and functions.
These depend on both the viewpoint of the creator (or creators – for sometimes there
are multiple strands even at the most simple level) and that of anyone reading or
hearing it. Texts are typically multi-functional and multi-vocal, and which elements
one picks out of these is seldom a simple direct/indirect alternative, but a matter of
judgement and interpretation.

There is also the simple but extremely important point that what counts as primary
(or secondary) or as direct (or indirect) depends crucially on the purpose of the
reader – or the researcher. Once again, the role of documentary sources (like so
many others) turns out to be relative, rather than absolute.

The implication of all this for assessing researchers’ use of written sources as data
must by now be obvious. Sources have to be interpreted not just consulted. And one
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fundamental criterion for how sensibly the sources are thus interpreted in the
research you are assessing is precisely what the researcher has used them for, and
how far he or she has taken account of how they came into being: by whom, under
what circumstances and constraints, with what motives and assumptions, and how
selected. To ignore all these aspects and merely take the sources at face value is,
admittedly, more disastrous in some cases than others. But it is always a question to
be asked about any use of written sources as data.

FFuurrtthheerr  QQuueessttiioonnss  ttoo  AAsskk

Thinking about how sources have come into being will lead to other related ques-
tions to ask when assessing the use of documentary sources as data. Among these are
the following:

(1) Has the researcher made use of the existing sources relevant and appropriate
for his or her research topic? Given the wealth of existing sources indicated above –
verbal, numerical, audio-visual, electronic – this is a sensible question to ask in assess-
ing any piece of research. Sometimes, of course, there are no relevant sources – or
problems about access, quality or their specific nature make their use less appropriate
than data gathered directly by the researcher. But often they are available and their
use would save time, money and trouble – and, in some cases, (arguably) lead to
more accurate or insightful results.

This is partly a matter of the overall design of the research and of the initial ‘lit-
erature search’. But it also affects the data-collection phase (in so far as this can be
separated as a specific stage): collecting and analyzing the information needed for
the researcher’s final conclusions. ‘Not knowing, or not consulting, the relevant
sources’ is an effective and not uncommon criticism of someone’s research.

(2) How far has the researcher taken account of any ‘twisting’ or selection of the
facts in the sources used? This is a simple question in one way – it is an obvious con-
sideration to raise, after all. But, in another way, it can prove an elusive question, one
extremely hard to elucidate. Deliberate falsification, forgery or explicit propaganda
is perhaps relatively straightforward to detect, even if sometimes missed in practice
by naive or uninformed researchers. More difficult to assess is the less conscious
shaping of what is represented in written reports. Whatever form this takes, there is
bound to be some social filtering, possibly because they are produced by interested
parties to suit their own views and preconceptions, dictated by particular adminis-
trative needs and arrangements, influenced by currently dominant models, theories
or interpretations among scholars, and so on. It is worth remembering that a source
purporting to represent generally held views or an ‘objective assessment’ of the
situation sometimes expresses only the views of a minority or of a particular interest
group. Indeed, it is not uncommon for people to speak rhetorically of the common
good rather than of their own specific interests. They rightly consider they will in this
way get a better hearing for their case, as well as sometimes being sincerely con-
vinced that their own and the general interest coincide.

Besides such cases, there is always the possibility that what are assumed to be the
views of ‘the public’ are in fact no more than those of the rich, educated or power-
ful. Marx put this point with particular clarity and force when he wrote:
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The ideas of the ruling class are, in every age, the ruling ideas: i.e. the class which is the
dominant material force in society is at the same time its dominant intellectual force. The
class which has the means of material production at its disposal, has control at the same
time over the means of mental production, so that in consequence the ideas of those who
lack the means of mental production are, in general, subject to it. (Marx, German Ideology,
transl. in Bottomore and Rubel, 1963: 63)

One need not agree with the details of Marx’s analysis (or even with his use of the
concept of ‘class’) to appreciate the point being made here.

Bias or selectivity need not be deliberate or ill motivated to be pervasive in
sources. Indeed, ‘bias’ may not even be the correct term here, suggesting as it does
a concept of some absolute and asocial correspondence with the ‘bare facts’ which
could be reached if we could only get through the misleading veil of ‘bias’. There
are many philosophical controversies over the nature of ‘truth’, but one common
position among many social scientists would now certainly be that all human for-
mulations are inevitably shaped by the social and cultural contexts in which they are
created, and by the individuals or collectivities who create them. It does not follow
that they are necessarily ‘false’ in some simplified sense, nor that they are valueless.
But it does mean that interpretation, rather than an automatic ‘reading off’ of the
results, is needed in analyzing any human-constructed formulation, written, spoken
or gestured.

(3) What kind of selection has the researcher made in her or his use of the sources
and on what principles? Sometimes the amount of source material potentially rele-
vant to a particular issue is huge and some selectivity is necessary; it will also, of
course, depend on the aims and parameters of the research. But with documentary,
as with any other sources, how the selection is made is crucial. Written sources
sometimes come in relatively measurable units. If so, similar sampling techniques to
those discussed in Chapter 2 might well, depending on the nature of the enquiry, be
appropriate. Many, however, do not, in which case has the researcher adopted other
principles to ensure a fair and representative coverage of the questions to be investi-
gated? Either way there are still problems. How can you test whether or not the treat-
ment has been representative without knowing the full list of possible sources from
which the selection has been made? And what counts as ‘fair’ or ‘representative’ may
depend on one’s viewpoint. A similar question could be asked, not just of the
researcher’s conscious or unconscious selection among the sources, but also of the
picture conveyed by those sources themselves.

The above assumes that sources are in existence and that the researcher’s use of
them can be judged by how far he or she takes advantage of their availability. But
there is also the further problem that sources do not just ‘exist’ in some natural state
for the researcher to ‘sample’. They are preserved selectively and, once again, in a
social context. Quite apart from the accidents of time, some written sources are more
likely to be lost than others – depending among other things on their content,
medium or location – and further selectivity in their preservation is imposed by, for
example, changing academic or political fortunes. There is also the possibility of
direct censorship, secrecy and confidentiality, particularly if there is something in
the sources perceived as to someone’s discredit, and of denial of access by those con-
trolling the sources. It can never just be assumed, without checking, that to consult
just the available documentary sources provides a fair coverage.
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(4) How far does a source which describes a particular incident or case reflect the
general situation? This is a relatively straightforward question, though it can also lead
into some more detailed points like the usefulness or otherwise of ‘case studies’.
Often one has to go to other sources besides the original one studied to answer the
question. Can the account also be taken as true of other kinds of people and situa-
tions? It may be that there is no explicit claim in the account that what is described
there also applies to other cases, but there may be an implication that it does – and
this is sometimes all the more effective from not being explicitly stated.

It is often worth bearing in mind here the common tendency for the news media
to highlight the flamboyant and the unusual rather than the humdrum and ordinary,
and to personalize events rather than fill in the overall social background. So when
a researcher is using documentary sources to gather information, how far does he or
she appear to be alive to these possible distorting effects, and to have taken account
of them?

(5) Is the source concerned with recommendations, ideals or what ought to be
done? If so, it does not necessarily provide any evidence about what is done or is so
in practice, but it is often tempting for researchers using such sources to leap to this
mistaken conclusion.

Explicitly normative statements (i.e. those which clearly state that something
ought to be done) are relatively easy to recognize and criticize. But, in other cases,
what are really normative statements about what ought to be are often expressed in
language more suited to describing what is. When it is a question of policy state-
ments it is often hard to sort out just how far the statement is merely an empty ideal
for propaganda purposes and how far a guiding principle for practice (with perhaps
certain unavoidable exceptions). However, difficult to answer as it is, this is often a
question worth asking, and a researcher who seems not to have considered such
issues could certainly be criticized as naïve.

(6) How relevant is the context of the source? The particular points described or
emphasized in the source may need to be interpreted in the light of the historical con-
text in which the source arose: the particular crisis in which the author was involved,
the political state of play, the nature of public opinion at the time – in fact, all the
background factors which influence how both the author and the intended audience
would understand the words in the context in which they were originally said or writ-
ten. Taken out of context, this original meaning may be misunderstood. Similarly,
the context in which particular administrative records were compiled or the constraints
under which the compilers acted are all part of the background which a critical researcher
has to consider.

(7) With statistical sources: what were the assumptions according to which the
statistics were collected and presented? Statistical records, too, are not just self-
evident facts of nature. They have to be collected, interpreted and presented. In so
doing, a number of assumptions must inevitably be made about, for instance, what
is a suitable sample, what categories are to be counted, how they are to be defined,
the questions used to get at data, and so on.

One particularly important set of assumptions are those that shape the basic cate-
gories employed: what the statistics are in effect about. In statistics referring to ‘the
crime rate’, for example, what is the category ‘crime’ assumed to mean? If it is
‘crimes known to the police’, that will result in one figure; if ‘people prosecuted’, in
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another (lesser) figure; if ‘persons found guilty’, yet another (lesser still). For this
reason, always look carefully at the title of tables and figures cited by researchers.

Here, too, some considerable background knowledge of the subject is often near-
essential for evaluating a researcher’s use of the figures. This enables one to look at
the assumptions behind statistical sources on the subject more critically and knowl-
edgeably. Knowing how they were collected, by whom and in what circumstances,
is one unavoidable precondition for interpreting statistics. So, too, may be some
grasp of the ways in which new categories or definitions can be introduced, such as
those in the definitions of ‘employment’ or ‘poverty’ in the UK in the 1980s dis-
cussed in the previous chapter.

(8) And, finally, having taken all the previous factors into account, do you con-
sider that the researcher has reached a reasonable interpretation of the meaning of
the sources? This central question is seldom a simple one to answer. But it has to be
faced. For, irrespective of all the care we take in considering the background, count-
ing the units, analyzing the contents, in the end few or no humanly created sources
are just transparent purveyors of clear-cut and objective ‘truth’. Interpretation is
always needed, not only by those constructing the documents, but also by those
intended and unintended audiences who consult them.

This is more complex because of the multi-layered nature of meaning, something of
which we are nowadays becoming increasingly aware. A document – whether the tran-
script of a speech, a government paper, a personal diary or a set of business records –
may be perceived in one way by one reader, in another by others. The interpretations
may vary as between different interested parties, historical periods and geographical
cultures – and this without any of these interpretations necessarily being ‘wrong’
(some may well be, of course). And it is always a possibility that a source which it
would be misleading to interpret as evidence for one purpose (interpreting a firm’s
publicity handout as providing the facts about its actual financial standing) may well
be an excellent source if interpreted as evidence for, say, the current conventions in the
public relations industry and the sorts of values thought likely to appeal to its targeted
readership. This recalls the difference which Arthur Marwick (1977: 63) neatly makes
between the ‘witting’ and ‘unwitting’ evidence provided by sources. Which of these is
considered, for what purposes, and in what mix, is also a matter of interpretation.

CCoonncclluussiioonn

The sources of evidence discussed in this chapter are inevitably historical
in nature. But that is not the crucial characteristic from the point of view
of the social researcher. The evidence on which the social sciences is
based always relates to past human behaviour. The crucial distinction is
between the evidence which social researchers have arranged to be col-
lected with a particular purpose in mind, and the evidence from other
sources which has not usually been brought into existence with the social
scientist’s research purpose in mind.

(Continued)
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(Conclusion continued)

A most useful distinction to make in approaching the use of sources of
information is that mentioned above between wittingly and unwittingly
gathered evidence. Where the social scientist arranges for evidence to be
collected, that evidence is wittingly gathered with the purpose of the
study in mind. But where other sources are used, the first question that
the researcher must ask is whether the evidence came into existence in
order to serve the same or similar purposes to the study being made.

In many cases, the answer will be positive; for example, where a study
replicates an earlier study or one made of a different population.
However, much of the evidence of value to the social scientist will have
come into existence for quite different purposes. In other words, it pro-
vides unwitting evidence. The second question the researcher must ask is
about the nature of the purpose which led to the evidence being created.
Why was the letter written? What was the purpose of collecting the statis-
tic? Who took the photograph, and why did he or she take it?

A difference in purpose may not reduce the value of the evidence. But
it is important to know the collection purpose in order to be able to inter-
pret the evidence properly and to assess its value. Nearly all the points
made in this chapter stem from asking such questions about the ways in
which the evidence which may be useful for social research was created.

KKeeyy  TTeerrmmss

AAddmmiinniissttrraattiivvee  rreeccoorrddss records, in written form or in figures, produced
as a by-product of the operation of an institution, firm or department.

DDiirreecctt  uussee interrogation of records for their factual content.
FFoorrmm mode of presentation – e.g. words/text, pictures, audio.
IInnddiirreecctt  uussee interrogation of records for their unwitting content – what

they betray about the writer, for example – or as examples of a form of
presentation (e.g. as typical advertisements of a given period).

MMeeddiiuumm the physical carrier of the content – e.g. paper, stone, microfiche.
PPrriimmaarryy  ssoouurrcceess documents providing raw data for the researcher.
SSeeccoonnddaarryy  ssoouurrcceess documents providing information about primary

sources.
UUnnwwiittttiinngg  eevviiddeennccee see Indirect Use.
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RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  66

This chapter has focused on the use of documentary (and other) sources.
In designing a research proposal you could usefully consider the following
questions:

l What primary and secondary sources are available on the topic at the centre
of the research proposal?

2 What assessments can be made regarding the validity of these sources?
Who produced them, when, how and for whom?

3 How valuable are such sources for the formulation of your research ques-
tions, the overall design of the research, aspects of data collection and/or as
triangulation on the validity of conclusions derived from first-hand research?

4 Is the research question such that documents are the only means by which
it can be investigated?
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PART III

DATA ANALYSIS

7

Preparing Numerical Data

Betty Swift

This chapter is about a process that receives scant attention in many
research reports: namely, the process of transforming ‘raw’ data into vari-
ables that can be analyzed to produce the information found in the results
sections of such reports. In other words, we shall be looking at the extent
to which the data on which research arguments are based are not ‘found
in the world’, but are constructed by the researcher(s). This is not to say
that data are false or fictional: all our knowledge of the world is con-
structed because it all depends crucially, not just on perception, but on
interpretation of what we experience. As readers of research, however, we
need to remind ourselves of the extent to which interpretation and manip-
ulation take place even before data are analyzed. In this chapter we shall
be considering mainly quantitative data – data expressed in numbers and
counts – because numbers give the strongest impression of factual accu-
racy and do not appear to bear the marks of interpretation. The degree of
interpretation involved in qualitative research is more obvious to the
reader and is discussed elsewhere in the book.

With the exception of highly structured data which are to be analyzed in a pre-
specified way, the process of ‘preparing’ data always involves exploration of their
characteristics and structure. This is the stage at which the researcher ‘tunes into’ the
meaning and messages in his or her data and builds up an appreciation of the
nuances and structure and the possibilities for analysis. The appreciation includes
recognition of errors and omissions, as well as the development of a deepening
understanding of the comparisons and other possibilities for analysis that are likely
to be productive. Even for an experienced researcher, every occasion of ‘taking a
first look at the data’ is one in which there are novel things to be appreciated and new
possibilities for developing his or her methodologies and ideas.
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What is under discussion here is that part of the analysis that is largely invisible
in the final report: the tidying up and recategorization which precedes the main data
analysis. You will seldom be able to examine what goes on at this stage in any detail
when you read research reports, but you need a strong awareness of it in order not
to be seduced by the ‘facts’ with which you are presented; many, if not all, of the
findings follow this stage of the research process and are therefore, at least in part, a
construction of the coding and manipulation process.

EEssttaabblliisshhiinngg  tthhee  NNaattuurree  ooff  tthhee  PPrroobblleemm

The rest of this chapter is, in effect, a large-scale role-play in which I am inviting
you to participate. In my job in the Institute of Educational Technology, the Open
University’s ‘in-house’ research unit, I am continually being approached by all kinds
of people – ‘management’, course teams, fellow lecturers who have been doing
research, research students, administrators, outside agencies – for help with data.
They have data which they have collected, acquired or inherited from a predecessor,
and they want to know what to do with them – how to get them into the best shape
for analysis in order to answer their research questions. From this point in the
chapter, I want you to put yourself in my sandals and see what you would do if you
were in my job, or sitting next to me, when such questions arise.

A consultation begins, of course, with a request. The ‘presenting problem’ may be
at any level of generality and address any stage of the process of preparing the data
for analysis. It may be a contained problem, involving just one small part of the
process of dealing with data. For example, the researcher might just want to discuss
the problem of categorizing answers to a particular open-ended question: for
instance, ‘What have you found particularly excellent about studying with this
University?’ In this case, all that may be needed is a session with the researcher,
involving inspection of a sample of the data, together with discussion of possible
options for categorizing and coding the data in the light of his or her objectives. This
might be followed up, perhaps, by later discussions of problems arising in the
client’s initial attempts to categorize the answers to the question. In many cases,
however, problems which appear to be quite contained none the less require that we
build up knowledge about the data and the project as a whole. Without the requisite
knowledge, we might make suggestions which are all right in principle but inappro-
priate or not possible given the resources and time available:

1 Decisions about what to do with data require an understanding of the particular
characteristics of the data, based on information about how they have been
collected as well as their content and the nature of the sample.

2 They also require an understanding of the desired ‘outcomes’ of the research.
Information on outcomes is needed because, in making what we hope will be
optimum decisions, we shall be continually (a) checking back to see in what
ways we are constrained by the design decisions (including compromises that
had to be made); and (b) looking ahead to the data analysis to optimize the
possibilities for achieving the research objectives.

3 Beyond this, it is useful to have in mind the kind of report that is required. For exam-
ple, for an academic paper it might be appropriate to work towards transformation
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of the raw data into scales that summarize the data prior to hypothesis testing. For
many audiences, it is more appropriate to keep quite close to the original data so that
readers can see the relationship between the original questions and the results. 

AAccttiivviittyy  77..11  ((1100  mmiinnuutteess))

Think back to what you have learnt so far in this book about research design
and data collection. What information might we need to understand before we
can begin to discuss what to do with the data produced by any enquiry?

Draw up a list of the broad areas in which we might need information. Write
your answers down in the form of questions to which we would want answers.

The four basic questions I would ask in response to this are given below; but note
that each one is a beginning question only, in that it leads on to further questions like
the ones listed beneath the first question. I would continue with these and similar
subsidiary questions until I had obtained the information needed to confirm with
the client the nature of the problem. Only at that point could we discuss issues and
procedures related to doing something appropriate with the data.

1 What is the nature of the data that have been collected?

• What was the method of data collection?
• Are the data basically structured, or will they require structuring, e.g.

categorizing, prior to data analysis?
• How many cases are there; who or what are they; and how were they selected?
• How were the data recorded and in what form are they at present?

2 What kind of analysis of the data is planned?
3 What are the research objectives; and what kind of report is planned?
4 What is the time-scale and what resources are available for data handling and

analysis?

Let us ask the first question and see what kind of answers we get.

Question 1: what is the nature of the data that have been collected?

Here are some replies from various hypothetical clients: most of these replies are
from real situations, but the details have been changed to preserve anonymity:

A: It’s information to help with the development of a social science course. I’ve got 250
questionnaires from a random sample of students who’ve taken the predecessor course
in its last two years. The data relate to reactions to the old course and to features the
students would like in the new course. I need to put the data on computer and talk
through the appropriate data analysis.

B: I’ve got some tapes of interviews with patients, doctors and nursing staff in two local
hospitals. They ask about views on the existing facilities and needs. I want to build up
a picture of the facilities and the main gaps in provision in the two hospitals.

Preparing numerical data 155

07-Sapsford -3330-07.qxd  11/16/2005  3:11 PM  Page 155



C: I’ve got some data from a data bank and I want to do some secondary analysis. They
come from interviews with staff and clients in various voluntary organizations. I want
to see how client satisfaction relates to the type and size of organization. I also want to
test some hypotheses about gender. I think client satisfaction will be different accord-
ing to whether the voluntary sector worker and the client are the same gender or dif-
ferent genders. Most of the information I need is there, but I need a bit of help in
checking it out and constructing the scales I need.

D: Other members of a working party and I have collected a lot of information in order to look
at equal opportunities in our town. We’ve got some national and local statistics, records of
what has been said in the Council, interviews with ten local employers and also a small
survey on attitudes collected from people living on one of the estates. We think some new
initiatives would help a lot – and there are grants going. The information we have collected
might be used to support an application. What is the next step in analyzing the information?

E: They are data collected from students attending a residential weekend at Reading and
I have been asked to analyze them. I got the questionnaires and put the info in a data-
base on my PC. Now I’ve had a look at the first results I’m not very happy. For example,
the figures for the number of hours spent on the first Project look a bit odd – the aver-
age number of hours is far too high. And there are lots of other oddities; there are only
60 women in the sample yet I’ve got about 85 answers to the questions that only the
women were supposed to answer. How should I go about sorting it all out?

F: I’m interested in developmental education and I’ve got some interview data from two
year-groups in my school. I’ve also got their exam grades in various subjects. The aim
is to look at children’s knowledge of various countries and attitudes to people in those
countries by age group and stage of cognitive development. I’m interested at this stage
in getting a picture of how the attitudinal information hangs together. If possible I
would like to make up some scales that would be stronger measures of the concepts
I’m interested in than the individual questions.

G: I’ve been interested for quite some time in trade unions and I’ve collected quite a lot
of information about six unions. I’ve got some data from the archives on how they
developed, membership, decision-making structure, the policies they’ve voted for at
TUC conferences, and strikes. I’ve also got access to some interview data from
members of the six unions. I want to look at factors related to ‘militancy’.

The answers to Question 1 from our hypothetical clients A to G give us ‘hooks’ into
the essential information that we need in order to establish the nature of the data that
have been collected. However, as is the case with all broad, open-ended questions,
the information we need about the formal characteristics of the data as collected is
mixed up with other pieces of information about different aspects of the research: for
example, the research objectives. These latter details supply us with important infor-
mation about goals, but the options concerning what can be done with data all relate
to the formal characteristics of the data, not to the research objectives.

As the client gave his or her first answer to Question 1, I would normally be jot-
ting down a list of keywords, such as ‘structured questionnaire’ and ‘postal survey’,
from the answer. I would be particularly keen at this stage to form a clear picture of:

1 The method(s) of data collection.
2 The type of questions that had been asked of informants or that had guided the

data collection.

Also, I would be keen to know:

3 Details of the cases: who or what they comprised and the number of cases.
4 The method of recording the data and the current form of these data: for example,

raw data recorded on a questionnaire, edited data on a computer file, etc.
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All these pieces of information would guide the next steps in handling the data.
Other information, such as details of how the sampling of cases had been done and
the subgroups, would be important pieces of information but would only become
essential later. For example, in the case of raw data we would make sure, at the data
preparation stage, that we recorded membership of particular subgroups that were
needed for analysis purposes. At the analysis stage it might be very important to
know just how the cases had been sampled and how many cases there were in each
subgroup, but the information would not be essential for the first steps in doing
something with the data.

PPrriioorr  SSttrruuccttuurree,,  MMeetthhoodd  ooff  RReeccoorrddiinngg  aanndd  SSaammppllee  SSiizzee

Let us take a closer look at methods of data collection and their implications for the
extent to which data are already structured at the point when we try to do something
with them. How they were recorded and how many cases we have will also shape
our decisions.

Prior Structure
Box 7.1 indicates various methods of data collection which produce different types
of data that require different handling strategies. It contains two main groups of data:
data collected from informants (items 1 and 2) and data secured from other sources
(items 3 and 4). The first group is amenable to researcher control during data
collection, but for the second the data are limited by what is available.

BBooxx  77..11 Methods of data collection

1 Tests
2 Questionnaires and interviews
3 Direct observation: of individuals, groups, communities or events, for

example
4 (a) Trace records: that is, indicators of some variable that have been

left behind (e.g. contents of household, amount of pavement wear,
proportion of ‘gentrified’ houses in the street)
(b) Archive documents: running records (e.g. Census data, hospital
admission statistics, court reports); episodic records from private and
institutional sources (e.g. sales catalogues, published accounts, com-
mittee papers, correspondence, diaries, speeches, newspaper reports)

Source: based on a classification in Runkel and McGrath (1972)

Information about the method of data collection gives clues as to the likelihood of
the data being already highly structured – a very important feature as this indicates
the operations needed to handle the data. In a highly structured data set, a great deal
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will already have been determined. In contrast, with highly unstructured data, the
major task of the data handling is to determine both the variables that are to be
abstracted from the raw data and the appropriate answer categories. It may even be
that the research problem and any hypotheses are to be decided in the light of the
content and the clues to underlying variables that are suggested by the data.

The method of data collection also points to the likelihood of the data being com-
plete in terms of there being the same information for all the cases (at least, in prin-
ciple). Where the data have been specially collected – for example, using tests,
questionnaires and interview schedules – the likelihood is that we will have infor-
mation for most cases on most variables. Where the data represent observations of
naturally occurring events, or are the product of searches for traces of past events or
archive searches, the likelihood of incomplete data increases.

The implication of the latter is that handling the data may involve bridging gaps in
the evidence when we attempt to categorize, scale or structure the data. For example,
we might have to decide that quite disparate ‘events’ and possessions were indicators
of the relative wealth of households; that is, there might be no single indicator of
wealth for all cases in the data set, so we might have to assess it on a range of evidence.
Occasionally, it may not be possible to establish ‘common ground’ for comparing
cases: the responses are very different from each other, or there is a great deal of missing
information, and not the same missing information for each case. If you are in this sit-
uation, probably all you can recommend is that the cases be presented individually, as
‘case studies’, rather than shaping them up for comparison. Mostly, however, it is pos-
sible to ‘work over’ the data so that some kind of valid comparison can be made.

Tests usually imply data that are highly structured. The stimuli or the questions are
presented in a given order and with specific instructions which set the framework for
measuring ‘performance’. The data are scores which are either produced directly by
some calibrated instrument or derived from the ‘raw data’ according to given rules.
Usually, norms are available which indicate the meaning of given scores in terms of
the performance of a general population and subgroups of the population. (It can be
a problem at the data interpretation stage to decide the extent to which the norms for
the populations on which the scores were standardized are appropriate to one’s own
sample.)

Test data clearly include scores on variables such as height and weight, and scores
in exams. They arguably also include scores on standard personality inventories. The
latter are based on questions to which there is no right answer, but the sum of
answers to particular questions is used as a measure of standard dimensions of per-
sonality: for example, introversion/extroversion. Test data can even include scores
on such tests as the ‘Draw-a-Man’ test, in which a child draws a person and a trained
interpreter then analyzes various elements in the drawing, and the relationship
between elements, according to a set of rules, and gives a numerical score to the
child’s stage of cognitive development.

Data from tests will generally be expressed as numbers on an interval or ratio
scale – ‘real numbers’ with which you can do arithmetic and calculate means. There
are four distinct scales of measurement, each with its own properties:

1 Ratio scales, where the intervals between adjacent numbers mean the same up
and down the scale, and multiplication can be carried out (e.g. an increase of one
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mile per hour means the same whether it is an increase from 30 mph or from
60 mph, and 60 mph is twice 30 mph).

2 Interval scales, where the intervals mean the same up and down the scale but
multiplication is not meaningful (e.g. an increase of 1 degree means the same
additional heat up and down the scale, but 80 degrees Celsius is not twice
40 degrees Celsius in terms of heat delivered).

3 Ordinal scales are ordered, but the intervals are not constant (an example would
be educational qualifications: GCSE, ‘A’ level, diploma, degree).

4 In nominal scales the numbers are just labels for discrete items, and no ordering
is implied.

Sometimes it will be necessary to degrade the numbers by recoding to a less power-
ful type of scale (ordinal or even nominal); this will be discussed later in the chapter.
It is worth noting, however, that in principle anything can be measured at least at the
nominal level (e.g. as ‘present’ or ‘absent’, coded 1 or 0).

Tests are one special case of the general class of structured questionnaires (or
interview schedules, or observational schedules). The distinguishing feature that
separates questionnaires or schedules from other types of data-collection method is
that they ask exactly the same questions of all informants, and in the same order.
Thus they produce data that can be treated in the same way for all cases – converted
into scores or categorized according to rules set out in a coding frame. The result
is a score or value for each informant on each of the variables that are under
investigation – at least in principle, though there can be missing data. In other words,
questionnaires produce data that are amenable to easy quantification.

The questions asked can be divided into two types: ‘closed’ questions and ‘open-
ended’ questions:

1 Closed questions specify a task and also the range of possible responses to it. The
respondent is forced to choose from one of a set of numbered options (although
one of these might be ‘don’t know’ or ‘cannot decide’). Numbers (codes) may
be assigned to the possible answers on the questionnaire itself, or they may be
written in ‘in the office’ when the questionnaire is returned, but the range and
meaning of the numbers is decided in advance. These questions are relatively
unproblematic at the pre-analysis stage: the numbers can be entered directly into
the database.

2 Open-ended questions pose a question or specify a ‘task’ just as closed questions
do, but the informant has the freedom to answer in his or her own way rather than
in terms of the researcher’s predefined answer categories. Open-ended questions
can, in principle, be reduced to numerical scores in the same way as any other
questionnaire item. (In Chapter 10 you will be introduced to an alternative way
of looking at open-ended questions, but for the purposes of this chapter we will
refer only to this specific form of measurement.)

Some points to note:

• In the case of closed questions, the data reflect the researcher’s prior structuring
of the ‘universe’. In contrast, open-ended questions identify a topic and task but
the respondent has freedom to select what is relevant.
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• When open-ended questions are asked of all informants – for example, through
a questionnaire or during an interview – the answers can be transformed into
variables for which there are values for all cases. These values can be treated
quantitatively to produce statistics, just as with closed questions.

• Pre-coding of the data is possible with closed questions, but the information
from open-ended questions has to be structured and transformed into a form suit-
able for statistical and other analyses. This is probably carried out after all the
data have been collected.

• Some apparently open-ended questions in interviews may be treated just like
closed questions in self-completion questionnaires. The interviewer may have a
list of previously determined codes for those answers that are of interest. Instead
of writing down the informant’s words, the interviewer rings a numerical code to
indicate which one of a predetermined set of answers has been given.

As you are aware, not all research proceeds by asking people questions. For example,
data may also be gathered by direct observation. Sometimes observation is carried out
purely to form an understanding of what is going on, with no intention of analyzing fre-
quencies of occurrence (though even here a few relevant numbers can improve a report).
It is also possible, however, to carry out an observational survey, using a structured form
of data collection to count and/or measure relevant aspects of what is being observed: the
number of cars passing a given point, the extent of aggressive behaviour in a school play-
ground, the number of references to women as ‘girls’ in a given kind of text, for instance.
In this case, most of what we have said about questionnaires applies also to observation.
‘Structured observation’ generally proceeds by recording data in predetermined cate-
gories, but there could, in principle, be the equivalent of open-ended questions as well –
descriptive notes, written in the field, to be coded into categories in the office.

Finally, we measure the past by inference from traces in the physical environment –
for example, assessing the flow of traffic through a doorway by measuring the degree
to which the step has been worn away – or from archive data, by using numbers col-
lected at the time or making our own counts of relevant features from records. The
degree of structure in the data collected by these methods will vary a great deal accord-
ing to component sub-sets of data and how they were collected. Some sets of data may
be highly structured and, indeed, pre-processed; for example, data from a survey archive
which have been processed for other analysis purposes, or data which largely comprise
published statistics (sets of company accounts and sales records). Sometimes, however,
the data will show very little structure: the records may have been drawn from many
sources and there may be a lot of missing information. Archive source materials and
trace records are also likely to contain material that is irrelevant to the purposes of the
study. A major task at the data-processing stage is, therefore, that of bringing some order
to the assembled materials. It could involve sorting the materials that are pertinent to the
enquiry from those that are not; organizing the former in some order; abstracting and
summarizing relevant data; and, in general, preparing the materials in such a way that
the process of investigating relevant data can be carried out efficiently.

Method of Recording
In the case of questionnaires and similar pre-coded documents, typically all the
information is recorded on the questionnaire itself, either by the informant or an
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interviewer or (later) by a coder. The coder codes the open-ended questions and
enters the appropriate code in the relevant place on the questionnaire. The numbers
representing the data are then keyed into a computer.

Sometimes the process is even more automated. In the case of some telephone
interviews, everything is computer controlled: the dialling; the presentation of the
appropriate question on a screen for the interviewer to read out; and, at the end of
the process, there is ‘real-time’ recording of the interviewer’s codes for answers so
that up-to-date results are always available. A survey of television viewing which
used a machine plugged into the television to record when the television was on and
what channel was showing is another example.

Where topics are researched by identification and retrieval of existing records,
researchers have no control over the medium in which the information has been
recorded: they must take the data as they come. Typically, they will photocopy doc-
uments when they can and, when this is not possible, abstract information in the
form of précis, quotations, tables, graphs or whatever seems most suitable for making
a personal record of these data. Inevitably, there will be diversity in the format of the
information assembled and, as already noted, there is likely to be a high proportion
of missing information. The first task at the data-processing stage will be to bring
order to the raw data by, perhaps, working out an appropriate filing system for the
various records that will allow ready access when needed.

Sample Size
When we considered the information we needed in order to be able to advise on data
handling, the number of cases, and their nature, came quite high on the list of priorities.
This most basic information alerts us to the kinds of comparison that will be possible,
and hence whether any initial data handling should be geared towards transformation of
the data into a form suitable for case history-type analysis or for statistical analysis. Let
us take a brief look at the surface implications of the following sources of information:

• 20 students attending a course induction meeting
• 600 secondary school students
• 250 companies participating in a CBI survey
• Six trade unions
• Our village

‘Our village’ is probably a case history. What we are likely to have is detailed
information about one location over time, and this lends itself most readily to ‘telling
the story’ rather than to ‘presenting the figures’. However, if appropriate data have
been collected, it might be possible to locate the village in some greater space
through relating its features to national statistics and comparative information
secured in studies of other villages.

In the case of the six trade unions and the 20 students at the induction meeting,
some primitive counting and some comparisons of the data for given variables might
be possible, but testing for statistical significance (see Chapter 9) would be inappro-
priate because the number of cases is too small. It would therefore not be worth the
trouble of coding the open-ended questions, as we do in the case of questionnaire
data for large numbers of cases.
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The data sets comprising information for 250 companies and information from or
relating to the 600 students open up the possibilities for treating the data quantita-
tively, undertaking subgroup analysis and, if appropriate, doing tests of statistical
significance. But we would be alerted to possible trouble ahead if we had been told
that the company data had been collected through open-ended questions. This would
point to the possibility that huge resources might need to be committed if all the data
had to be coded into variables suitable for statistical analysis.

GGeettttiinngg  tthhee  DDaattaa  iinnttoo  SShhaappee  ffoorr  AAnnaallyyssiiss

The ‘preparation’ stage of an analysis involves devising a good form in which to
reproduce the data so that they (a) provide a fair summary of what has been studied
and (b) can readily be analyzed to answer the researcher’s questions. Key phrases
which arise from these objectives are ‘error reduction/minimization’, ‘data repre-
sentation’, ‘data transformation’ and ‘data reduction’. In this section we will be con-
sidering these phrases or ‘concepts’ in the context of handling the data that have been
collected. In this case, ‘handling’ means shaping the raw data so that they are trans-
formed into variables to enable us to inspect or analyze them more readily.

Think of the situation that might apply at the end of the data-collection process. There
could be bundles of questionnaires, notes or tapes of interviews, perhaps videos and, in
the case of archive materials, folders containing copies of original documents, sets of
notes containing abstracts, and possibly more. What are we aiming to do and how do we
begin? In many kinds of social research, the objective is to structure the records in such
a way that the data become elements in a data matrix. This might sound alien and off-
putting, but in fact it is quite simple. People have been constructing data matrices from
the time of the earliest records, and you have probably been doing it yourself for years.

Basically, a data matrix comprises a grid of rows and columns. Traditionally, the
rows represent cases, the columns represent variables and the entries are the data. If
you were planning a holiday and wanted to put the information from the brochures
and the various comments from travel agents and friends in some order, you might
construct a data matrix like the one shown in Box 7.2.

BBooxx  77..22 A matrix of holiday information

No. of 
Destination nights Accommodation Food Price

Brest 7 Single Half High
Quimper 7 Single Full High
Huelgoat 7 Single Self-catering Medium
St Brieuc 5 Single Self-catering Medium
Rennes 7 Single Half Medium
Val-Andre 7 Single Half Low
La Rochelle 6 Shared Half Medium
Perpignon 12 Shared Self-catering Low
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By organizing the data on holidays in this way, we can analyze them relatively easily.
Clearly, however, there are likely to be more items of data collected in research projects
than in the case of our holiday example. Where there are many cases and fairly com-
plete records for each case, it is usual to code all the data that come in so that they can
be held in a parsimonious format with numbers and letters (called ‘alphanumerics’) rep-
resenting them. In this instance, the data matrix might look like that shown in Box 7.3.

BBooxx  77..33 A research data matrix

A10156M1197012253722B51195741188221 . . . 3
A10478F311205432126328 263141322510 . . . 3
Z10530F4132331413261195A734118 270 . . . 2

There is one major difference between the data matrix in Box 7.3 and that repre-
senting data about holiday destinations in Box 7.2. Given the information that it is a
data matrix, we are pretty confident that the rows represent cases and the columns
variables, but we lack the information to interpret it. Therefore, we cannot draw up
the instructions for processing it, even though it is obvious that the values can be
counted and the cases divided up into groups. In the case of the variables, individual
columns (digits) might represent discrete variables, but they could equally well be a
representation of data such as age, which might require two columns to represent the
full data collected. It is clear that, unless the data matrix records the raw data in a
way that we can recognize (e.g. ‘male’, ‘female’), a set of instructions must have
been drawn up for transforming the data into codes and for identifying the location
of all the variables. This set of instructions is called the coding frame. A coding
frame always includes three pieces of information for each variable:

1 A reference back to the source data (e.g. Q12(b) or ‘age of informant’).
2 A list which comprises the codes and their associated symbols.
3 An identification of the column location of the variable within the matrix.

Box 7.4 is an example of a coding frame.

BBooxx  77..44 An example of a coding frame

Column Variables/codes

1 Location of sample

1 Hospital
2 Rest home
3 Own home

(Continued)
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BBooxx  77..44 (Continued)

2–4 Case number (3 digits)
5–6 Age (2 digits)

7 Gender (M or F)
8 Are you able to move around your house without help?

0 No answer
1 Yes
2 With some difficulty
3 With great difficulty
4 No

9 What help do you receive to move around your house?

0 No information
1 None
2 Aids (e.g. stick)
3 Personal help

(Note: if 2 and 3 are indicated, code as 3)

10 Are you able to move around outside the house without
personal help?

0 No answer
1 Yes
2 Garden, but not beyond
3 Garden, but with great difficulty
4 No
9 ‘Don’t want to go out’, and other refusals to answer

Given this coding frame, we could read off the data for individual cases, just as
we could read the data in the matrix for holidays. Secondly, we could give all the
instructions needed for (a) naming the variables and the categories so that they can
be recognized by a computer and also printed out on tables; and (b) writing a spec-
ification for analyzing the variables: counting the data, dividing the cases into groups
and analyzing according to group membership, relating variables to each other, and
so on.

Data matrices like the one described above are clearly best suited to machine
analysis, in that much of the meaning of the data is not obvious. But the same
concepts apply to matrices held on paper, with ‘hand counting’ of the frequency of
particular codes.

However, as I pointed out at the beginning of the chapter, data are constructed by
the researcher, not just ‘found’, and the coding frame is one of the major means by
which this construction takes place. Whether the codes are established beforehand (i.e.
the questions pre-coded), or whether the coding frame is ‘derived from the data’ (in the
case of open-ended questions or unstructured interviews coded after data collection),
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the outcome is the result of a series of decisions taken by the researcher. The
researcher may try to minimize error and to represent the views and characteristics
of the sample faithfully, but in practice this means that it is the researcher who deter-
mines what shall count as error and what is acceptable as a faithful representation.
In the next section we look at some of these decisions and how they are taken.

Getting the Pre-coding Right
This topic may seem on the surface to be quite trivial compared with the important
decisions that researchers have to make about the coverage and structure of their
questionnaires and the questions asked of informants. Naturally, researchers focus
on these decisions and sometimes pay scant attention to the technicalities of getting
the pre-coding right. As consultants to researchers who come to ask what to do with
their data, we would see the consternation of clients who had got it wrong. Instead
of proceeding smoothly to the interesting task of analyzing the data, scarce resources
of time and money might be needed to put things right – and time would be lost.

The particular advantages of pre-coding are that it cuts the time and costs of data
handling and also one source of error: that is, error introduced at the coding stage.
Especially in the case of large-scale surveys, the ideal is to have a questionnaire that
requires little more than clerical checking for respondent errors (e.g. an answer
circled instead of its code, or too many codes circled) and, if required, coding of
open-ended questions before the questionnaires are passed on to the people who will
key the data into a computer file. The task of these operators is to key for each case
(respondent) a sequence of letters and numbers (the codes) in the given column loca-
tions, so pre-coding involves the allocation of column numbers as well as answer
codes for each variable.

Clearly, problems arise when insufficient columns have been allocated to hold the
data for each question. An example is age: only one column might have been allo-
cated for this variable, but the data require two columns. Worse, a badly worded
question might result in many informants circling several answers between which
we cannot discriminate and therefore want to record in full; and a deceptively simple
open-ended question can generate replies that require an unexpectedly large number
of columns to record. All of this is supposed to be ironed out by pilot studies of the
design and coding of the questionnaire, but mistakes still slip through.

Coding Open-ended Questions
Many questionnaires and other documents contain open-ended questions. To trans-
form the raw data from these questions into a form in which we can analyze them effi-
ciently requires a lot of effort and thought in the initial stages of handling the data. In
the case of open-ended questions in pre-coded questionnaires, provision will have
been made in the pre-coding for codes derived from the written-in answers, but we
shall need to prepare a code list for these later. If we decide to go ahead and code the
written-in information, the checking and coding phase which precedes any data key-
ing is the obvious time to do this – coding at a later stage and inserting the codes into
a data matrix is tedious, and sometimes substantial computer skills are needed to
merge the new data with an existing data matrix. Thus we face an important decision:
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to code the open-ended information or to analyze it by hand-listing the data for
inspection, then quoting comments that are typical or of special interest in the report.

If it is essential for the project that we code open-ended questions (for example,
if we need to report the frequencies of the answers or to relate the answers to the
open-ended questions to other variables), then there is no option. We have to find
the time and human resources to draw up a coding frame and code the answers on
the questionnaires prior to data keying. If time presses – for example, a report has
been promised in the near future in which the major interest will be in the closed
questions – we might decide that the best course is not to have the open-ended data
coded and keyed in, but to treat them by other means as best we can.

If there is any doubt about whether to code, then we must get more information.
In this case it would mean selecting a stack of questionnaires – possibly 50 or so –
and taking a look at the raw data. We will be interested in the kind of answers writ-
ten in and the numbers of informants who have written something in the space on
the questionnaire. The cases (questionnaires) may be picked out for inspection in a
variety of ways. They could be (a) picked at random from the various batches as they
came into the office; (b) sampled more systematically on the basis of the groups rep-
resented in the survey; or (c) chosen in a way that might ensure that the diversity in the
answers was as great as possible. For example, we might want to represent both men
and women and both younger and older people.

The initial inspection might just involve opening up the questionnaires at the rel-
evant page, reading the answers for the sample and forming an impression about
whether the answers were of sufficient interest and diversity to warrant coding. A
better variant of this quick inspection might be to stack the questionnaires in piles
according to our impressions of which answers to a given question were of the same
kind. We might then go through each pile a second and perhaps a third time, re-sorting
as necessary, with the aim of ending up with as small a number of piles as possible,
with a reasonable set of questionnaires in each pile, and with the answers in each pile
representing a particular category of response. It would be important that the piles
differed from each other in some significant way, not in some trivial respect. They
should represent answer categories that were of interest in relation to the research
objectives. Finally, there should be only a small number of answers that we could not
classify. At this stage we would have the basis for our initial coding frame for the
particular open-ended question. In the light of this initial coding, either we might
decide to go ahead with coding the questions, or we might make a decision not to go
ahead, on the grounds that the categories were not sufficiently interesting to warrant
investing the resource and time needed to do the coding.

A different approach is to invest in typing out the responses or keying them into a
document on a computer. This involves a greater initial investment of time, but the
record is permanent and allows sorting and re-sorting (e.g. through ‘cutting’ and
‘pasting’) until we feel we have got it right. It also allows the various concepts that
the respondents may have given in the answer to a question to be split up and allo-
cated to different categories. Even if a decision is made not to code, we have a use-
ful set of keyed-in answers that can be used for illustrative purposes and extended,
if need be, by adding further answers from a larger sample of the questionnaires.

Given that the decision is to code, we would then draw up a coding frame using
the same principles that guided the assignment of codes to the closed questions; that
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is, a unique value for each category. Typically, we would set this out in the format
given in Box 7.5. Note that this format contains all the information needed for some-
one else to carry out the task of coding the data. It also contains all the labelling
information needed to identify the question to which the data refer and the location
of the variable in a data matrix.

The next stage might be trial coding on a larger sample, or we could go straight
on to the task of coding all the questionnaires. In either case, we might find answers
that could not be coded. If relatively few, they might be coded as ‘other’. If sub-
stantial in number and representing new themes, we might well want to modify the
coding frame. This might be done through the addition of further categories or
it might require abandoning the existing frame and starting again. Whenever the
modifications are other than trivial, it is good practice to go back over all the coded
questionnaires and check that the code that has been assigned still applies.

BBooxx  77..55 A coding frame with examples of typical answers

Col. 20 Why did you decide to study at a University? (1st reason)

0 No answer
1 Job/career reasons (get better job; start new career; re-enter

paid employment)
2 Personal development (develop wider perspectives; become

more confident; develop new interests)
3 Subject-related reasons (interest in maths; want to gain skills in

computing; learn more about social sciences)
4 To get degree or other qualification (to get a degree; gain cred-

its for BPS recognition; HSW diploma; Advanced Diploma in
Criminology, etc.)

9 Other answers

Col. 21 Why did you decide to study at a University? (2nd reason)

Codes as for Column 20.

AAccttiivviittyy  77..22  ((aallllooww  aabboouutt  3300  mmiinnuutteess))

The Appendix to this chapter is an extract from a report I wrote on the reactions
of teachers to a pack of learning materials that they had used (Swift, 1991a). The
materials had been devised to help teachers like themselves make full use of
their teacher placement in business and industry. The extract selected relates to
the additional comments that the teachers made at the end of the question-
naire. The answers are responses to a very general invitation: ‘If you would like
to say anything about teacher placements in general or your own placement,
please feel free to write in.’
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You should now draw up a coding frame – or to get as far into this task as
possible in the time you have available.

Note: You might like to work in pencil, working through the list several times to
identify the comments that seem similar. As you work, write a code against
those you have identified as belonging together. Keep a list of the codes: this
list is your trial coding frame. An alternative strategy is to use a highlighter, but
that is not as easy to change as pencil.

Having tried out your skills and experienced some of the problems of coding data,
we can now go on to consider data collected in a situation where the questions are
not as standardized as the ones you have been considering. But first we might note
that not all coding operations require the drawing up of a new coding frame. An
example is coding information on occupations. In this case, the initial task of identi-
fying categories has been done by a variety of organizations that have devised coding
frames to suit their particular requirements. Thus, there are coding frames such as
those used in coding Census data which try to reflect the ways in which occupations
group together, and there are coding schemes that are more concerned to measure
social status. Researchers generally choose the coding scheme that best fits their
purposes and then proceed to code their own data in terms of the published coding
frame. Where this strategy is used, of course, the research data can be compared with
other published data.

Coding Data from Unstructured Interviews
The first step in appreciating the potentialities in the information that has been
collected is to become thoroughly acquainted with it. Let us imagine we are engaged
in this task. If the information was recorded in the form of notes, we would read
through these, perhaps several times, and make further notes identifying things that
seem of particular importance, or add annotations to particular passages. If audio or
video tapes are available, the first step would be to listen to or view them, replaying
sections as needed. As we listen or view, we might jot down brief notes on ideas that
form in the mind about themes and meanings, perhaps identifying variables that
might be derived from the data.

The second step with audio tapes might be to transcribe the interview data: listen-
ing and note-taking is not always enough. We might need to have the raw data in a
‘hard copy’ form that we can manipulate according to the system that suits us best. My
method involves making copies of the transcribed data so as not to lose them in their
original format. I then split up the records into what seem to me the basic elements or
concepts that have been expressed, or I use a highlighter to mark what I see as vari-
ables and as categories within variables. (It is more difficult to transcribe video record-
ing; systems do exist for transcribing the action on videos, but they tend either to
simplify what is going on very grossly indeed, into a very few theory-derived cate-
gories, or to require a great deal of work to transcribe a very short sequence of video.)

What the variables are is not always clear, especially when there has been no inter-
view agenda and the interviews have elicited diverse information. In such cases,
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I might split up the verbatim records into elements that I could group and sort rather
than try to treat individual interviews one by one. (I would take care, though, to label
each of the elements with a number or mnemonic for the person who made the com-
ment and with the question number, if applicable, so that I had the information to hand.)
I would then, as my first strategy, sort the elements according to a theme or topic that
had to be looked at because it was central to the objectives of the research or the
research hypotheses, setting aside those that seemed to have no bearing on the topic.
This process would continue until I felt fairly confident that I had identified the set of
variables that I needed and could measure, and had also identified some of the main cat-
egories of each variable. This step completed, I would then proceed to construct a cod-
ing frame following the steps indicated for coding information on discrete questions.

There are at least three ways of thinking about data that are much more common
in this kind of data analysis than in the coding of responses to a single open-ended
question. These are:

1 Thinking about what the variables comprise and the boundaries between variables.
2 Thinking about the meaning of any new and unexpected categories that have

emerged from the data and the extent to which they could help understanding of
the topic. Stimulated by the data in front of us, we might identify variables and
categories that potentially exist, that are hinted at by the data but cannot be
explored properly because we do not have much information. This might lead to
a new project in which we would explore the issues in a different way with an
appropriate sample of people, to test this new insight and to see whether the
potential new variables or categories emerge. In my case, I might represent the
idea in a list of statements in a survey I would carry out later. I could then see
whether the respondents recognized the idea and ‘owned it’, in the sense that
their responses were meaningful and informative when related to other variables.

3 Thinking about meanings and, possibly, about causal relations.

For example, suppose we carried out interviews with employers who sponsored
students at a particular university, with the aim of finding out the employers’ views on
the quality and relevance of the university’s courses and on the institution as a whole.
Our first focus would probably be on what they said about the university. We might
start by looking at the data for the following overall groups of employers who are:

• Happy with courses/provision and experiencing no problems in relating to the
institution.

• Happy with courses/provision but experiencing problems in relating to the
institution.

• Critical of courses/provision but experiencing no problems in relating to the
institution.

• Critical of courses/provision and experiencing problems in relating to the
institution.

At a more detailed level, we would be able to identify a variety of aspects of happi-
ness and unhappiness in relation to the university’s offerings and the university as an
organization, and these data might provide a basis for variables and categories. But
suppose we had a sense of unease. For example, the categories with which we had
ended up might not give us much insight into the research question, or the statements
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within each category might be an uneasy mix of generalities and very precise
appreciations and criticisms. Also, interviews with some employers might have
become focused on issues which scarcely emerged in other interviews.

Possibly we should start again, this time focusing on an employer’s own organi-
zation rather than on the university. It might be that the positive and negative reac-
tions to the university, and specific criticisms, made more sense when viewed in
terms of the constraints and systems within the employer’s organization. For exam-
ple, criticisms of the courses might relate not to inadequacies in provision but to an
employer’s inability to make use of relevant courses, and the same might be true at
the level of the university as an institution. From this new perspective, even if the
data were partial because the focus of the interview had been on the university rather
than on the employer’s organization, the beginnings of a model might emerge that
made sense and was informative about the research problem.

In summary, a systematic approach helps the task of drawing up a coding frame
for the diverse data from unstructured interviews. Normally, this starts with getting
acquainted with the data from each interview and proceeds to a search for similari-
ties across interviews in terms of the variables under investigation. Given openness
on the part of the researcher to the less obvious messages in the data, perhaps clearly
expressed in only one or two comments, new perspectives on the research problem
may be formed and become a basis for further codes or new research. (The same
applies in respect of good open-ended questions in questionnaire-based studies.) As
Erickson and Nosanchuck (1983: 5) remarked in the context of exploring data:

You never look for the interpretation of a complex data set, or the way of analysing it,
because there are always lots of interpretations and lots of approaches depending on what
you are interested in. There are many good answers to different questions, not just one right
answer as in the detective story.

Three Approaches to Coding
So far, I have talked about the process of drawing up a coding frame as if a good
solution will naturally emerge if we have the right raw material. This is seldom the
case: variables and categories are constructs and are not just ‘out there’ with their
own independent existence. This applies as much to closed questions, and lists of
items within closed questions, as to the coding of less-structured interview material.
In the case of some closed questions, however, a topic may have been so thoroughly
explored that the categories seem self-evident to the researcher and informant.

Drawing up a coding frame is governed by the approach the researcher takes in
respect of data in general in terms of what the data signify and useful ways of under-
standing them. I find it helpful to group the approaches in three ways.

(1) A researcher may view the data (e.g. the words that have been said) as express-
ing in their surface content – what is ‘out there’. In this case, the researcher’s main
concern will be to produce a set of codes that reduce the data to their essentials, with
the codes reflecting the surface meaning of the raw data as faithfully as possible,
independently of any views that the researcher may have about underlying variables
and meanings. We can call this the representational approach.

(2) The researcher may view the data as having additional and implicit meanings that
come from the fact that they are anchored in, and are dependent on, the data-gathering
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context. Thus, what is relevant will have been communicated to informants through
information about the enquiry and, indirectly, through the questions or the interview
agenda. According to this perspective, in order to maximize the usefulness for the
particular project, the pre-codes and also the categories derived from the open-ended
data should be aligned with the research context, or ‘anchored in the appropriate
external reality’, as well as in the words said. For example, in investigating employers’
happiness or unhappiness with the university, we might want to do this within a
framework comprising types of formal and informal university/employer interac-
tions to which the university commits resources. So our variables might include
brochures, other mailings, enquiry services, ‘road shows’, visits to employers, trans-
actions about fees, and so on. The words given by the informants could also be
‘interpreted’ to produce codes on more than one dimension relating to the context.
For instance, (a) nature of contact: informal versus formal contacts, initial contact
versus continuing contacts; (b) initiator of contact: university versus employer.
When this approach is taken, the coding frame takes into account ‘facts’ in the situ-
ation, rather than treating the data individually as though they are context-free. This
creates a bridge to the ‘world outside the research’. In cases in which the research
involves recommendations, it may open up the path to action.

(3) The researcher may view the data as having a variety of meanings according to
the theoretical perspective from which they are approached. This view has some sim-
ilarities with Approach 2, but both are distinctive from the ‘representational’ perspec-
tive of Approach 1. In this case, the data do not have just one meaning, which refers
to some ‘reality’ approachable by analysis of the surface meaning of the words. For
example, a data set might contain data on illnesses and minor upsets that the infor-
mants had experienced during the year. A researcher taking the ‘representational’
approach (Approach l) might classify them according to the various types of illness.
In contrast, a researcher taking the hypothesis-guided approach (Approach 3) might
use the raw data and other apparently quite disparate material to create and/or inves-
tigate variables that were defined in terms of his or her theoretical perspectives and
research purposes. The illness data might be used as an indicator of a particular kind
of stress or of ageing or of a reaction to a traumatic event. The coding frame would
specify how mentions of particular illnesses, or ill health versus good health, were to
be coded. However, the coding frame would be one based on the researcher’s views
and hypotheses rather than on the surface meanings of the set of written-in answers.

AAccttiivviittyy  77..33  ((aallllooww  3300  mmiinnuutteess))

A survey that I carried out (Swift, 1991b) for the Open University School of
Management during the first presentation of a dissertation module on the MBA
included the following question:

what experience of research/investigation had you had before doing your
MBA dissertation?

There were seven pre-coded categories, listed below, plus an ‘other’ category.
(The percentages refer to frequencies of response in the survey.)
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1 Little or no previous experience of research 28
2 Evaluated research projects/proposals in my capacity as a manager 32
3 Commissioned one or more substantial pieces of research 16
4 Carried out desk (literature-based) research 35
5 Carried out database and similar research work 19
6 Carried out one or more substantial research project(s) at work 24
7 Completed a dissertation/thesis as part of a degree/qualification 52
8 Other research experience (please specify below) 8

Here is a sample of the responses in the ‘other’ category:

1 ‘Consultancy work’
2 ‘Clinical trials’
3 ‘Biochemistry PhD 20 years; scientific research’
4 ‘Research paper for Dip. NEBSS’
5 ‘Technical research and development not management research’
6 ‘Taught research at university – supervised and examined postgraduate

research students’
7 (a) ‘Scientific research’

(b) ‘Experience with short research problems relating to the use of drugs in
patients, i.e. practice research’

8 ‘My job as an investigator involves examining documents and interviewing
people to establish the cause of some failure, therefore there is an element
of fact finding on research’

Now try your hand at constructing three different coding frames:

1 A frame that reflects the essentials of the surface content of the ‘other’
answers (Approach 1 above).

2 A frame that also takes account of and is ‘anchored in’ the nature of the
research project (Approach 2 above).

3 A more ‘theoretical’ or ‘hypothesis-guided’ coding frame (Approach 3 above).

You will find my answers at the end of the chapter.

Notes and hints

1 The number of codes in each of your coding frames may be quite small, if
that is all that is required.

2 In the case of your ‘anchored’ and ‘hypothesis-guided’ coding frames, there
may well be categories that are not represented by this small sample of data.
Indeed, this is very likely for the ‘hypothesis-guided’ coding frame; that is,
you will want the frame to be able to reflect important concepts, if only by
showing that they did not occur among the responses.

3 For the ‘anchored’ frame, you may wish to consider the concept of relevance
to the task the student faces.

4 For the ‘hypothesis-guided’ frame you may want to think about what kinds
of previous experience are most likely to be useful for the task of preparing
an MBA dissertation.

To reiterate, data are not just something that exist, there to be collected and reported
on. Rather, they are constructs. They are created through the questions asked of
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informants, the questions that guide record searches, and so on – and also through
the processes of data collection, recording, coding or other representation. This does
not mean, however, that all data are false. One of the things that researchers take
most seriously is that they should not build bias into their data by imposing on them
structures (codes) that are not applicable. At the stage of coding open-ended ques-
tions (and in drawing up the categories that will be pre-coded), this means being
involved actively in thinking about how the topic might best be mapped in terms of
variables and categories.

Correcting Errors
Thinking back to the beginning of the chapter, you will remember that, as consul-
tants, we were concerned to find out about the nature of the data, and how they had
been collected and recorded, for two reasons:

1 To guide the decisions we made about handling the information collected so that
it was transformed into data that we could analyze.

2 To ensure quality through the reduction of error and bias. This has two aspects:

(a) correction, if possible, of errors and biases in the data
(b) minimization of the error and bias that could be introduced during handling

of the data

Let us look at the first phase of handling questionnaires and similar structured records
before keying into the computer. Can you think of two sources of error in the replies to
questionnaires that might be identified and possibly corrected before data keying? The
major sources of error that can be identified in the questionnaire-checking process are:

1 Those introduced by the researcher through the wording of the questions and
erroneous pre-coding and coding.

2 Those introduced by the respondent in completing the questionnaire. These might
involve ‘errors’ in interpreting the question, and (in the case of self-administered
questionnaires) failure to record the answer according to instructions. Where the
questionnaire is interviewer-administered, the recording and coding errors of the
interviewer would also fall into this category.

Where appropriate – in other words, where the changes can be made without alter-
ing the informant’s clear intentions – the errors are corrected at the data-checking
stage. If an error has been made that cannot be corrected and would lead to erroneous
statistics if left in, the answer is either crossed out or a note made that it is to be cor-
rected during data analysis by either recoding or collapsing of categories.

Many respondent/interviewer errors are obvious and can be corrected immedi-
ately by the coder: such errors might include ticks by codes rather than circling of
the numerical code and entry of a single digit where two are required (e.g. forgetting
to insert a leading zero for the number of hours spent on a task – writing ‘9’, for
instance, instead of ‘09’ – even though asked to do so). Omitted answers are also
fairly obvious – where a respondent has simply failed to answer part of the ques-
tionnaire, or has failed to follow the ‘routing’ (e.g. instructions to answer certain
questions if the answer to a previous one was ‘yes’, or to move on to another part of
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the questionnaire) – and are generally dealt with by insertion of a ‘missing value’
code or by leaving the column(s) blank and treating blanks as missing values at the
analysis stage. Sometimes missing information can be filled in at this stage if the
answer to a question is present somewhere else in a questionnaire. For example, if
the ‘head of household’ occupation is not filled in, but we have the respondent’s
occupation and know that the respondent is ‘head of household’, then the informa-
tion can simply be transferred.

More difficult to correct are errors involving the provision by the respondent (or
interviewer) of inappropriate information. Where the respondent is recorded as hav-
ing no children, for example, but children’s ages have been filled in, we might have
to exercise judgement as to whether we code the respondent as having children, or
delete the answers about children’s ages, or code this whole sequence of values as
‘missing information’ because we do not feel confident enough to make a decision.
Multiple answers (several choices circled) on a question where only one was
required are also a problem – for example, if several course components were coded
as ‘the most useful’. Here it may be possible to make a decision on behalf of the
respondent if the purpose of the survey is limited: for example, if we were only
really interested in how useful students found the statistics teaching, and students
have listed both this and something else as the most useful components, then we
might ignore that other component. In other cases, it would probably be necessary,
again, to code the question as ‘missing information’ because the answers that have
been given cannot be interpreted within the structure of the question or the ques-
tionnaire as a whole.

Errors which originate with the researcher and the design of the questionnaire are
often the most difficult to correct. Occasionally, the solution will be easy: for exam-
ple, where the coding frame does not allow the correct number of columns for the
data, it is not difficult to change the coding frame after data collection has taken
place by making use of spare columns. Less can be done when questions have been
asked wrongly, however: important items omitted from lists of pre-coded categories;
inadequate instructions given on how to answer a question; ambiguities in a ques-
tion; or poor routing instructions so that respondents are not directed to the questions
that they ought to be answering. Sometimes something can be salvaged. Where there
is an open-ended component to the question (for example, an ‘others’ category in a
list or a ‘why is that?’ question), it may be possible to deduce what the answer ought
to be. Sometimes the information obtained from badly designed questions is still
usable, but the researcher has to keep in mind that the question was ambiguous or
the instructions unclear and therefore caution is called for in interpreting the results.
Sometimes, however, questions have simply to be omitted from the analysis as
uninterpretable.

DDaattaa  MMaanniippuullaattiioonn  DDuurriinngg  AAnnaallyyssiiss

Coping with Missing Values
I have noted above that, where data are missing or uninterpretable, we can often do
no better than to record the item as ‘missing’ for the case. Missing values are, of
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course, no problem when we have planned that they shall be missing: in instances
where a question is answered only by those in paid employment, for example, and
therefore is not answered by anyone who is not in paid employment. Where values
are missing for other reasons, however, they can be a problem. It is important, when
reporting on the analysis of data, to state in any tables the number (and proportion)
of missing cases, so that the reader can get some idea of how representative the
analyzed cases are likely to be of the whole sample. (When there is a substantial
number of missing cases, it might be even better to describe them: are they typical
or untypical of the sample as a whole, and thus is the fact that their answers are not
available likely to bias the conclusions? For example, if you were analyzing data on
views of childbirth and most of the ‘missing values’ were women, and it further
turned out that the women were more likely to be working class than middle class,
you might be hesitant about generalizing very far from your results.)

Sometimes it is possible to infer what a value must be from the values on other
variables – before analysis, as we discussed in the last section, or once data are keyed
in. For example, if we know that someone is employed as a teacher and has very
recently started paid employment, we shall probably not do violence to the facts if
we code him or her as earning the average starting salary of teachers, even if ‘earn-
ings’ is a missing value on the questionnaire. A more sophisticated form of inference
is possible on some computer packages, which amounts to taking an informed guess
as to the value of a missing variable on the basis of several other variables which are
highly correlated with it. For example, if we know someone’s age, occupation and
educational background, and in the sample as a whole these three variables are
highly correlated with income, then we might be able to substitute an estimate of
income for a missing value. We would not want to do this when a large number of
cases have missing values, however; it would change the nature of the variable from
‘income’ to ‘estimated income’. The alternative – and normal – practice is to leave
‘missing value’ cases out of the analysis, but to report on their number and, prefer-
ably, their nature, in order to show whether there are enough of them, and they are
sufficiently non-random, to invalidate the conclusions of the analysis.

Re-coding Variables
We have already talked about re-coding some cases to deal with errors or missing
values. Sometimes it is necessary to re-code the data file as a whole when preparing
it for analysis. If you are planning to run off tables, for example, and some of your
variables are continuous ones (for example, age in months), you will need to re-code
these variables at least temporarily into bands such that the tables will have a rea-
sonably small number of rows and columns. If you are comparing groups, you may
need to re-code some cases, at least temporarily, so that similar cases all fall into the
same group (or so that certain rare kinds of case all carry a code which you can use
to tell the computer to exclude them from the analysis). For certain kinds of statisti-
cal analysis (correlation, for example), it may be necessary to re-code values so that
the variables have the right mathematical properties for the analysis. Sometimes,
also, we re-code for ‘theoretical’ reasons, adding values of a variable together into a
smaller set of categories in order to make better sense of them; for example, in a
survey comparing the experience of English and Continental holidays, we may as well
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add ‘France’ and ‘Germany’ together into a code meaning ‘Continental’ – and we
would certainly want to add rare destinations such as Luxembourg into this category.

AAccttiivviittyy  77..44  ((55  mmiinnuutteess))

In the People in Society survey, a national Open University survey of class loca-
tion and class attitudes carried out by students on Open University methods
courses (see Abbott and Sapsford, 1987a), one measure of educational achieve-
ment was coded as follows:

Qualifications attained:

1 None
2 To GCSE/‘O’ level
3 To ‘A’ level
4 Above ‘A’ level but less than degree
5 Degree or higher
6 Other

How might you need to reshape this variable for different kinds of analysis?
Think about this, and then see my answer at the end of the chapter.

An extension of such re-coding is to construct new variables, summarizing two or
more pieces of information which the questionnaire has collected into one new value
for purposes of analysis. We might, for example, have asked (a) whether the infor-
mant is in paid employment; (b) if so, how many hours he or she is supposed to
work; and (c) whether overtime is normally worked, and, if so, how much. From this
we could construct a single variable of ‘hours worked in paid employment’. It would
take a value of zero if the respondent was not in paid employment. If the respondent
was in paid employment, and overtime was not normally worked, then the variable
would be equal to the hours that he or she was supposed to work. If overtime were
normal, we would want to add on the number of hours of overtime normally worked.
This sounds complicated, but most statistical packages can cope with it. It involves
arithmetical operations (new variable = old variable A plus old variable B) and some
logical branching (if variable A has this value, add such and such to the new vari-
able). Competent statistical packages can certainly do both.

The construction of scale scores from test answers is a case of ‘creating new vari-
ables’. What happens is that we take the answers to a large number of questions –
intelligence test tasks, for example, or personality/attitude items – and add them up
or combine them according to some more complicated pattern in order to obtain a
single score of the underlying supposed trait or ability. Composite measurement –
summarizing several variables with a single index – is another example. In a study
of health and deprivation in Plymouth (Abbott, 1988; Abbott and Sapsford, 1994),
for example, four different Census items were combined to give a single and more
interpretable ‘Index of Material Deprivation’, and another set of Census and health
statistics were combined into an ‘Index of Health Status’.
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AAccttiivviittyy  77..55  ((55  mmiinnuutteess))

In the People in Society survey, one of the questions asked was ‘age at which
left full-time education’. Some researchers might find this variable of interest in
its own right, as representing years of experience of a particular type of stimu-
lus situation. Others, however, would find it more interesting to know how long
people stayed on at school beyond the date when they could legally leave,
using the concept as a measure, not of years of experience, but of commitment
to education expressed by staying on instead of leaving (and presumably look-
ing for a job). For a recent sample, we could deal with this simply by re-coding:
people leaving school at 16 or less would be classed as having no years of post-
compulsory experience, and one year for every year after the age of 16 would
be scored for those who remained at school. Unfortunately, the school-leaving
age has been raised twice since 1950, from 14 to 15 and then to 16.

Given that the survey also collected information about the age of the respon-
dents, and that we would know in which year a given sample was surveyed,
how would you go about constructing a variable of ‘years of post-compulsory
schooling’? My answer is at the end of the chapter.

Finally, most good computer analysis packages will let you ‘weight’ cases to change
the balance of your sample. Suppose, for example, you had a sample which was
three-quarters men from a population which you knew consisted of equal numbers
of men and women. If we just generalize from the sample to the population, men’s
opinions would be grossly over-represented, which would matter for anything in
which the genders tended to differ. We can fix this by counting each woman as two
cases (weighting her by a factor of 2) and each man as only two-thirds of a case
(weighting him by a factor of 0.67). Then, as you can see, the sample will behave as
if the right number of each gender had been obtained.

CCoonncclluussiioonn

You now realize (if you did not realize it before) the amount of manipula-
tion and the number of decisions that may be necessary before raw data
can be analyzed, and you see why we speak in this book of data being
constructed. Most of this process is invisible to the reader of research; if
it were all reported, research papers would be extraordinarily long and
extraordinarily tedious to read. You need to be and remain aware, how-
ever, of the possibilities for the introduction of bias which exists during
this initial pre-analysis stage where researchers are ‘working over’ the
data to try to give a true picture of what their survey shows.

However, you should not leave this chapter with the idea that most
research results are falsified and merely the result of the researcher’s data 

(Continued)
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(Conclusion continued)

manipulation. The majority of data sets are re-coded, re-weighted and
‘manipulated’ or otherwise ‘reinterpreted’ in a parsimonious way during
data handling and coding. If the design of the research is sound and has
no major flaws, results can flow from the data as defined in the precoding
and coding frames, with restructuring being confined to a limited amount
of re-coding and collapsing of variables. This restructuring is mainly under-
taken when it will clarify underlying structures and the relationships
among variables, or permit comparisons to be made with the findings of
other researchers or national statistics, or allow exploration of interesting
ideas which emerge in the course of data analysis or, perhaps, testing of
new theory. A variety of constraints, such as limited resources (research
assistance, money and personal time) and the need to produce results in
the form of papers or reports to deadlines, each impose natural limitations
on the amount of data manipulation that can be carried out. The most
important limiting factor, however, follows from the motivation for engag-
ing in research at all: why build biases into the research and be anything
other than meticulous in the treatment of hard-won data when the object
is to contribute to knowledge or understanding of a field or problem?

KKeeyy  TTeerrmmss

AArrcchhiivvee  ddaattaa data collected at some other time and stored – often official
statistics or surveys.

CCaassee one example of what is being surveyed – a person, or a town, or
a school.

CCooddiinngg the numerical (or alphanumeric) representation of data; turn-
ing data into numbers (or names) for analysis.

– Representational: reproducing the frequency of different responses in
the words of the answers.

– Anchored: analyzed in terms of categories which reflect meanings in
the social world being surveyed.

– Hypothesis-driven: analyzed in terms of categories which reflect the
research question(s).

DDaattaa information – raw (as received) or processed (coded – see above).
DDaattaa  mmaattrriixx an array of data; traditionally, cases are represented by

rows and variables by columns in the array.
FFiieelldd  ccooddiinngg coding at the time of data collection, on the basis of

predetermined rules. 

LLeevveellss  ooff  mmeeaassuurreemmeenntt

– ratio: a scale where the intervals between adjacent whole numbers are
equal and there is a true zero so that a number twice as large does repre-
sent a quantity twice as large.

Data analysis178

07-Sapsford -3330-07.qxd  11/16/2005  3:11 PM  Page 178



(Key Terms continued)

– interval: a scale where the intervals between adjacent whole numbers
are equal but there is no true zero and so a number twice as large does
represent a quantity twice as large; examples would be temperature
measured in degrees Fahrenheit or Celsius.

– Ordinal: a scale where the ordering of the values represents an order-
ing in the outside world but the gaps between adjacent ranks may not
be equal.

– Nominal: a variable with discrete values which are not in any order or
numerical relationship; the labels only name the values, even if they
are numbers.

OOffffiiccee  ccooddiinngg coding after data collection, on rules derived from the
research hypotheses and/or preliminary examination of the data.

PPrree--ccooddiinngg recording the answer as one of a predetermined list of val-
ues, without needing to use any further judgement rule.

TTrraaccee  rreeccoorrddss (or ‘traces’): measurements of the physical signs of an
activity, not involving asking questions.

VVaarriiaabbllee a piece of data collected about each case.

FFuurrtthheerr  RReeaaddiinngg

de Vaus, D.A. (1991) Surveys in Social Research, 3rd edn, ch. 14, London, UCL Press.
Erikson, B.H. and Nosanchuck, T.A. (1977) Understanding Data, Milton Keynes, Open University Press.
Oppenheim,A.N. (1992) Questionnaire Design, Interviewing and Attitude Measurement, ch. 14, London, Pinter.

AAnnsswweerrss  ttoo  AAccttiivviittiieess

Activity 7.3
You cannot, of course, do much with such a small sample of responses, but here are
some possible frames:

1 Representative (of the areas of research)

Code Content Responses
0 No answer
1 Science-orientated 3, 5, 7(a)
2 Business/management 1, 4
3 Medical 2, 7(b)
4 Academic 6
5 Other 8

2 Anchored (in the fact that it is a dissertation that was being undertaken)

Code Content Responses
0 No answer
1 Not relating to a thesis/dissertation 1, 2, 5, 7(b), 8
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2 Relevant to a thesis/dissertation 3, 4, 6
3 Not classifiable 7(a)

3 For the hypothesis-guided or theoretical frame, I thought about what I know
about MBA dissertations – that they involve research into business or manage-
ment. So:

Code Content Responses
0 No answer
1 Relevant by reason of content or field of study 1, 8
2 Relevant in that a thesis or dissertation was prepared 3, 4
3 Relevant in both senses (none in this sample)
4 Relevant in neither sense 2, 5, 7(a), 7(b)

Activity 7.4
For purposes of tabular analysis, it might be sufficient to use the variable as it stands,
provided that numbers were reasonably large in all categories. Alternatively, for some
purposes you might want to dichotomize: to split the cases into two categories with
respect to this variable. This would be quite simple if what was of interest was
whether those surveyed had any qualifications at all: you could split the cases into
‘none’ (code 1) and ‘some’ (codes 2–6). If you split them anywhere else, you have
problems with code 6 ‘other’ because you do not know at what level these ‘others’
could reasonably be counted. You would probably have to miss them out by declar-
ing them ‘missing values’ for the purpose of this part of the analysis. You would
certainly have to do so for correlational analysis, unless you could think of some good
reason for combining them with one of the other categories, because their numerical
value (6) places them higher even than a degree, and this is unlikely to reflect the true
state of affairs. (Correlational analysis is discussed at length in Chapters 8 and 9.)

Activity 7.5
Given the respondent’s current age in years, the year in which the sample was
collected and a knowledge of the dates on which the school-leaving age was raised,
the problem can be tackled by simple arithmetic and a little logic:

1 Current year minus current age = year of birth.
2 Year of birth plus 14 = year in which the respondent could have left school if the

minimum leaving age was 14.
3 If that year is before the leaving age was raised to 15, then years of post-

compulsory schooling = age at which left school minus 14.
4 If it is after this, but before the leaving age was raised to 16, then it equals this

value minus 1.
5 If it was after the leaving age was raised to 16, it equals the value calculated at

stage 3 minus 2.

There is one further problem, however: that it is possible to score a larger number on
this new variable if you left school when it was permissible to do so at 14 than if you
left school when you could not do so until 16. Given that the highest category of the
‘age at which left school’ variable was ‘18+’, someone who left school at 14 could
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score up to 4, while someone who left at 16 but stayed in full-time education to the
age of 21 (to the end of a degree, for instance) could score only 2. It is necessary,
therefore, to re-code the new variable into only three categories: 0, 1 and 2 +.
Otherwise there would be a spurious correlation with age (see Chapter 9).

Thus we can see that what looks simple (I hope) in principle may none the less work
out as quite complicated in practice. This is why I describe analysis and data prepara-
tion as an art rather than a science: they require a good deal of sensitive imagination.

AAppppeennddiixx

Extract from B. Swift (1991a) Teachers into Business and Industry: the Views of
Users of the Pack, Milton Keynes, The Open University Institute of Educational
Technology, Student Research Centre Report No. 56, pp. 21–7.

Teachers’ Comments on their Placement
Two in three of the teachers are well satisfied with what they have gained through
their placement: 27 per cent felt they had achieved their objectives almost entirely,
and 46 per cent said this was so to quite a large extent. A further 24 per cent said that
they had/would achieve them to some extent. Only 4 per cent reported that they had
achieved less than they had hoped.

Many teachers used the space at the end of the questionnaire to comment on their
placement. The comments give a flavour of the experience of placements and pro-
vide useful information and insights. Some identify things that have helped to make
the experience particularly useful and others identify problems. This section con-
cludes, therefore, with a sample of the teachers’ comments on their experience.

I found it extremely valuable. I made excellent contacts, and as a result have had several
meetings with P&O personnel, and as a result agreed on a project which is mutually
beneficial.

Teacher placement should be an integral part of a teacher’s professional development and
every teacher should experience industry at least every three years. Personally, I would like
to undertake a teacher placement every year.

I thoroughly enjoyed my placement, and personally learned a lot and gained a lot of expe-
rience, but no one else has been interested in my school, so I have not had the opportunity
to pass on my knowledge and experience. I felt that the management skills were very
important. I would like to complete the OU, but unfortunately I will have to pay for this
privilege myself and due to heavy family commitments I cannot afford this.

Having now completed teacher placement, I would feel better equipped to do it again, and
this time gain more from it. It was a very unknown quantity, and I wasn’t sure what to
expect or what was expected.

An excellent idea which should be broadened. I found it very rewarding and helpful. A ful-
filling and profitable experience for both myself and the company. It has led to a much
greater awareness of the aims and challenges of both sectors, points of mutual interest, and
a mutual appreciation of the quality produced by both.

Very useful for preparing 14–16-year-old pupils of varying abilities for their own work
experience, and for their choice of employment suitable for their skills and interests.

Preparing numerical data 181

07-Sapsford -3330-07.qxd  11/16/2005  3:11 PM  Page 181



The placement was extremely illuminating and I gained much from it that is difficult to
verbalize, but has been of use to me personally in school.

Excellent idea, but there must be ways of facilitating knowledge/experience gained through
the placement being disseminated to others ‘back at base’. It seems all too often that lecturers
and teachers go back full of ideas and enthusiasm, but there is no means of capitalizing on
this.

They are a very useful way of finding out something about industry, but (1) I would have
liked to experience more than one industry, and (2) I found it difficult to make the most of
the experience and keep my teaching commitment going, and therefore the pack has not yet
been much use.

The most rewarding thing was seeing how my pupils were getting on in the outside world.

Extremely useful experience: personal development, to help students in teaching: sharing
of information with colleagues: updating of business philosophy.

I feel that more time could be set aside for follow-up placements or follow-up work and,
for teachers involved, some recognizable remuneration for the work involved. Placements
seem to highlight the gap which exists between industry and education, and there is a need
for far more liaison between the two.

In my own case, I was the first in my school to have taken up a teacher placement. The
results have been slow, but over twelve months I can see a pattern emerging and changes in
style at school happening.

My placement was important to me. The school was not interested in the outcomes, except
in the possibility of financial benefits.

An excellent idea, but it is increasingly difficult to get out of school due to cash limitations
on supply cover. Many people in industry may have an out of date idea of present ideas in
education – more input here may be useful. We would have liked employees to visit school.

I was not impressed by the organization of the teacher placement. I do not feel that my
needs were really considered, but an easy option was chosen. The company were extremely
accommodating, but I feel they also considered the placement not entirely appropriate and
were sorry they could not do more.

They should be well arranged and given more support from school management. I was
refused time off for the placement this academic year. The unions should insist – no
refusals.

Will not work unless senior management use ideas and experience gained. This has been
obvious from an adviser teacher viewpoint.

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  77

This chapter has outlined ways of transforming data so that they can be
analyzed in relation to research aims and objectives. In planning research and
in preparing a research proposal, it is important from the outset to anticipate
the form of analysis that is intended. In turn, it is important to ensure from the
earliest possible moment that the form in which the data will be collected render
them amenable to the analysis intended. The worst possible situation in which
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you can find yourself, towards the end of a project, is having data structured in
a fashion that is inappropriate to the intended analysis strategy. Therefore, you
should anticipate data transformations and data analysis in designing a
research strategy. Do so by considering the following questions:

1 What variables are to be included in your study and how is each to be
measured?

2 How many cases will be included and how will they be selected?
3 How do you wish the data to be structured?
4 Will the data be structured at the point of collection (for example, by the use

of closed questions) or will they be coded at some later stage (for example,
by deriving a coding frame from a sample of the data and applying it
subsequently to the full set)?

5 Is the way in which data are to be structured appropriate to the intended
form of analysis (for example, does it meet the assumptions of the proposed
statistical tests about levels of measurement)?

6 Is the form of data manipulation and analysis appropriate to the form of out-
put (article, report, book, thesis) which is intended, and will it yield informa-
tion appropriate to the intended audience?

7 Do you have the resources and time to carry out the intended data
manipulations?
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8

Extracting and Presenting Statistics

Roger Sapsford

This chapter covers the presentation of figures in reports of research:
tables and graphs. It looks at how we demonstrate differences or associ-
ations between variables and begins the book’s coverage of statistical
control – making allowance for the effects of a third variable.

TThhee  RRiigghhtt  FFiigguurree  ffoorr  tthhee  JJoobb

According to the 1981 Census, there were approximately 49,154,700 people in
England and Wales on Census night, of whom some 23,873,400 were men. The
figures are impressive, but they do not tell us very much. More information is conveyed,
paradoxically, by sacrificing precision and simplifying the total figure: ‘49 million’
is a more usable concept than ‘49,154,700’. In terms of components, proportions and
percentages are often more useful than absolute numbers; it is more useful to know
that 48.5 per cent (‘just under half’) were male than to know the number in millions.
Actual numbers may be useful for planning purposes, but percentages are more
interpretable and lend themselves more easily to useful comparison. The art of pre-
senting numerical data lies in giving the figures that will convey the desired infor-
mation in an easily readable form, while still giving enough information for the reader
to check the figures and draw conclusions from them other than those presented by the
author.

Depending on the audience for the paper or report, different kinds of presentation
will be appropriate. Sometimes we are interested in actual numbers, particularly if
we have to plan a service; people who plan school provision are less interested in
whether the local population of children is going up or down, for example, than in
how many children will need school places in five years’ time. More often, however,
a description or a theoretical argument is better served by quoting a summary figure
(a mean or median, for example, or a correlation) or a comparative figure (a mean or
a percentage compared with the mean or percentage for another interesting group or
for the population as a whole). The reader of a report or paper is entitled to expect
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Extracting and presenting statistics 185

the figures that are most appropriate for the argument being made or the description
being given. In addition, he or she is entitled to expect sufficient additional detail for
the conclusions to be checkable and for obviously relevant further calculations to be
feasible. Precisely what is needed will, of course, depend on the target audience of
the presentation: planners have different needs from academics, who in turn have
different needs from policy-makers and the informed general public. However, many
presentations of ‘applied’ research, including most research reports published in
journals, will reach all three of these audiences. It is therefore incumbent on the
writer(s) to demonstrate the size of ‘the problem’, to locate it in a relevant context
or contexts, to provide enough detail for other researchers to test the conclusions, but
to do so in such a way that the main conclusions remain accessible and the evidence
is interpretable.

A number of statistical and other technical terms are used in this chapter. Most of
them you will have encountered elsewhere, but sometimes they will have been men-
tioned only in passing. For definitions of key terms see the end of the chapter

FFrreeqquueenncciieess

One of several local area studies which used Census, birth and mortality statistics to
build composite indicators of ‘material deprivation’ and ‘health status’ was carried
out in the Plymouth Health District (Abbott, 1988; Abbott and Sapsford, 1994). It
showed that the two were substantially correlated (but less so in rural areas). The
‘unit of analysis’ was the Census ward: the analysis correlated the level of material
deprivation in a ward with the level of health status in the same ward, across the
whole of the Plymouth Health Authority District (which included the City of
Plymouth itself, a range of small towns and rural areas in south-west Devon, and a
narrow band of more remote rural wards in east Cornwall).

In this section we shall be concentrating on the deprivation data. Table 8.1 is taken
from Abbott (1988) and lists the wards in order of their score on the composite indi-
cator of material deprivation (highest numbers indicating greatest degree of depriva-
tion). We can see that the first ten or so wards have high positive scores, indicating
that they are among the most deprived, while the last seven on the list have substan-
tial negative scores, indicating relative affluence. We can also see that the departure
from zero (the average, neither deprived or affluent) is greater in the direction of
deprivation than of affluence; St Peter’s, the most deprived ward, scores much higher
in a positive direction than the most affluent ward, Wembury, scores in a negative
direction.

This is probably the simplest of all the ways of presenting data: to list them in
some interpretable order. The table does not convey much to the sociological reader,
but it was of interest to ‘professional’ readers of the original report – doctors, health
visitors, social workers and the like – who were interested to see where their area
ranked in the distribution of deprivation. The research was ‘commissioned’ in a
sense, by the Community Health Council, and the results were intended to inform
practice and policy as well as to add something to the sociology of health; the find-
ings have since been used as a basis for funding inner-city initiatives.
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Table 8.1 Ranked Material Deprivation Index scores for the wards of the Plymouth
Health Authority District

Rank Name Score Rank Name Score

1 St Peter’s 4.16 43 Charterlands −0.15
2 Ham 3.32 45.5 Dobswall −0.18
3 Keyham 2.30 45.5 Saltash −0.25
4 Budshead 2.25 47 St Dominic −0.25
5 Sutton 2.09 48 Callington −0.27
6 Southway 1.79 49 Estover −0.28
7 St Budeaux 1.75 50 Brixton −0.29
8 Honicknowle 1.65 51 Menheniot −0.30
9 Efford 1.53 52 Thrushel −0.34
10 Maker with Rame 1.01 53 Walkham −0.36
11.5 Drake 0.96 54.5 Compton −0.40
11.5 Mount Gould 0.96 54.5 Shevioc −0.40
13 Lydford 0.94 56 Thurlstone −0.41
14 Stoke 0.63 57 Lyner −0.42
15 Erne Valley 0.49 58 Cornwood −0.50
16 Launceston North 0.44 59.5 Garrabrook −0.53
17.5 Lansallas 0.32 59.5 Newton and Noss −0.53
17.5 Looe 0.32 61 Mary Tavy −0.54
19 Morval 0.31 62 North Petherwine −0.56
20 Lanteglos 0.29 63 Chilsworthy −0.60
21 Liskeard 0.28 64 Stokeclimsland −0.61
22.5 Gunnislake 0.27 65 Milton Ford −0.63
22.5 Kingsbridge 0.27 66.5 Stokenham −0.64
24 Sparkwell 0.16 66.5 Modbury −0.64
25 Millbrook 0.11 68 Tavistock North −0.65
26 Calstock 0.08 69 Ugborough −0.66
27 St Neot 0.06 70 Saltstone −0.69
28 Bickleigh 0.03 71 St Ive −0.72
29 Trelawney (Plym.) 0.01 73 Marlborough −0.86
30.5 Trelawney (Comw.) 0.00 73 Tavistock South −0.86
30.5 South Brent 0.00 73 Landrake −0.86
32 Eggbuckland −0.01 75 Yealmpton −0.90
34 Altarnum −0.02 76 Avonleigh −0.91
34 Bere Ferris −0.02 77 South Petherwine −0.93
34 Ottery −0.02 78 Plymstock Radford −0.95
36.5 St Veep −0.05 79 Ivybridge −1.05
36.5 Launceston South −0.05 80 Plympton Erle −1.17
38 Salcombe −0.06 81 Buckland
39.5 Tamarside −0.09 Monachorum −1.18
39.5 St Cleer −0.09 82 Plymstock
41 Downderry −0.13 Dunstone −1.19
43 Torpoint −0.15 83 Burrator −1.31
43 St Germans −0.15 84 Plympton St Mary −1.61

85 Wembury −1.71

Source: Abbott, 1988, Table 4.1.

High positive scores denote poor health status and high negative scores good health status. Where two
or more areas have identical scores, they have been allocated the average of the rank positions all of
them would have occupied.
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One form of graphic presentation might be to display the Census wards not in
terms of geographical location but by their location on a variable of interest. Figure 8.1
(from the 1988 report) shows how the wards of the Plymouth Health Authority
District ‘stack’ in terms of the material deprivation indicator (with the values of the
indicator grouped to cut down the number of ‘bars’). Again, this was of interest to
professionals and administrators because it shows in graphic form where their par-
ticular areas are to be found along the dimension of deprivation. It also illustrates the
shape of the ‘distribution’: taller bars in the middle, growing shorter as we move out-
wards in either direction, but with more wards at the extreme of the ‘high depriva-
tion’ end than at the other end.

Figure 8.1 shows much the same information as Table 8.1 – which wards are
extremely different from the mean, and in which direction – but it shows it in a form
more readily assimilated. It is a complex display, however, both to read and to pre-
pare. For most purposes something similar can be done without displaying the
names of the wards but using a bar graph or histogram. Figure 8.2 illustrates what
this would look like for the same set of data. It shows the shape of the deprivation
variable as something like a normal distribution: tall stacks of cases in the middle of
the range, sloping off into smaller stacks as we get towards the extremes in either
direction. Also, it illustrates the point, made in the reports, that the distribution is not
symmetrical (the technical term is ‘skewed’). There are more Census wards far from
the mean at the materially deprived end of the variable than at the materially advan-
taged end, and the worst stand out further from the mean; the very deprived wards’
scores are more extreme in the direction of deprivation than the affluent wards’
scores are in the direction of affluence.

Figure 8.3 illustrates the same data display as a line graph, treating the variable as
a continuously varying one rather than stacking cases by grouped values. Again the
underlying shape is quite apparent: the largest number of cases at zero or not far
from it, sloping away to very small numbers at the extremes, but with too many cases
towards the extreme at the right to make the distribution quite a normal one.

Note that in Figures 8.2 and 8.3 the apparent extremity of the skew is partly a
question of how the figure is produced: you can make it seem more extreme by
increasing the size of the vertical axis, or less extreme by spreading the horizontal
axis. For example, in Figure 8.4 the two graphs both use the data illustrated in Figure
8.3, but in the one on the left the scale has been manipulated to produce something
more akin to a straight line, while in the one on the right the scaling is arranged to
produce more marked ‘peaks’ in the line. The same kind of thing can be done with
bar graphs. The temptation is to think of these variants as ‘cheating’, but the fact is
that there is no right way of drawing a graph; you scale it so that it makes the point
you want it to make. For this reason you should treat the graphic presentations you
come across in published reports as illustrations of points, not proof of them; the
proof – if proof is possible – lies in the data themselves, not in how they are drawn.

Finally, of course, we shall need the actual numbers if we are to be able to do more
than just look at the data. Numbers are needed for planning purposes, and also for
further analysis; we can draw more detailed conclusions from numbers than from
most forms of graphical presentation. Table 8.2 is a frequency distribution of the
Material Deprivation Index scores, in arbitrary units of 0.5 standard deviations (nor-
malized scores). It shows, of course, a similar pattern to the graphic presentations:
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Figure 8.1 Distribution of wards of the Plymouth Health Authority District on the Material Deprivation Index (Abbott, 1988, Figure 2)
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the majority of cases clustered around zero, and a longer ‘tail’ at the high end of the
distribution than the low end.

An important point about the presentation of numbers, incidentally, is that you
should never ‘let the figures speak for themselves’. Wherever a table is presented,
there should also be at least a sentence or so saying what you think the table demon-
strates. A research presentation is a reasoned argument in which the author’s job is
to take the reader through, step by step, from the initial premises to the final con-
clusions. This holds even for what we would normally call ‘descriptive statistics’.
The annual Social Trends, for example, reports on the year’s statistics and sets them
in the context of past years by means of tables and graphs, but it also explains in
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Figure 8.3 Line graph of Material Deprivation Index scores
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words what the statisticians see the figures as meaning. (This does not hold for pub-
lications such as the volumes of Census statistics which simply present tables for a
county or administrative area; these are not research reports, however, but the com-
paratively raw material out of which research reports might be written.)
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Figure 8.4 Effects of varying scale on a line graph

Table 8.2 Material Deprivation Index scores in the
Plymouth Health Authority District: raw data

Scorea No. of wards

<–1.51 2
−1.50 to −1.01 5
−1.00 to −0.51 20
−0.50 to −0.01 27
0.00 to 0.49 17
0.50 to 0.99 4
1.00 to 1.49 l
1.50 to 1.99 4
2.00 to 2.49 3
2.50 to 2.99 –
3.00 to 3.49 l
3.50 to 3.99 –
4.00+ 1

Total 85

aA low score denotes affluence and a high score deprivation.

Source: Derived from Table 9.1 (Abbott, 1988)
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AAccttiivviittyy  88..11  ((55  mmiinnuutteess))

In itself, Table 8.2 is not very informative for the average reader. What other
figures would you like to see here?

As a minimum, we would normally display percentages in each category; readers
are entitled to be told what percentage of the total each figure constitutes, without hav-
ing to work it out for themselves. For some purposes, it might also be useful to show
cumulative percentages, so that the reader can see at a glance what percentage of cases
have a given score or a lower one). Table 8.3 remedies these omissions.

You can also present percentages graphically, using bar graphs or (to show visu-
ally how the different percentages add up to the total) in a pie chart, in which the
total number of cases are represented as a circle and each percentage is shown as a
sector of the circle (or ‘slice of the pie’). Figure 8.5, for example, illustrates a fictional
political constituency in which 42 per cent of the voters chose the Conservative
Party, 43 per cent the Labour Party, and the rest other parties.

AAccttiivviittyy  88..22  ((aallllooww  3300  mmiinnuutteess))

You get a better grasp of data analysis by doing it yourself than by reading
about it. Using the Plymouth data set provided in the Appendix, try producing
a frequency table like Table 8.3 for the score on the Health Index. My version is
at the end of the chapter.

Extracting and presenting statistics 191

Table 8.3 Material Deprivation Index scores in the Plymouth Health Authority District:
percentages

Score No. of wards % Cumulative %

<−1.51 2 2.4 2.4
−1.50 to −1.01 5 5.9 8.2
−1.00 to −0.51 20 23.5 31.8
−0.50 to −0.01 27 31.8 63.5
0.00 to 0.49 17 20.0 83.5
0.50 to 0.99 4 4.7 88.2
1.00 to 1.49 1 1.2 89.4
1.50 to 1.99 4 4.7 94.1
2.00 to 2.49 3 3.5 97.6
2.50 to 2.99 – – 97.6
3.00 to 3.49 1 1.2 98.8
3.50 to 3.99 – – 98.8
4.00+ 1 1.2 100.0

Total 85 100.0

Percentages may not add exactly to a hundred because of rounding errors; 25.04 would be expressed to
one decimal place as 25.0, but four of them would add up to 100.16, which would round to 100.2. The
same may happen with the cumulative percentages in the final column; you will notice, for example,
that the first two percentages appear to add up to 8.3, but the true total is 8.2.
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TTwwoo--wwaayy  DDiissttrriibbuuttiioonnss

Frequency distributions show you how many cases fall in each band of a variable,
but they cannot tell you anything about the relationship between variables. For this,
we need to be able to compare the values on one variable with the values for the
same cases on the other. Comparing health status with material deprivation, for
example, we could show the relationship by drawing maps of the incidence of each
and comparing the two maps, seeing which wards scored highly on both variables
and which on neither, and so exploring the extent of correlation: the extent to which
either variable predicts the other. We could demonstrate it on a single map by using
clever graphics; for example, marking wards high on one variable with slanting lines
in one direction, wards high on the other variable by lines slanting in the other direc-
tion, and seeing which wards finished up decorated with a cross-hatch pattern. It can
be shown more directly using a tabular presentation, however: using each of the
dimensions of a two-dimensional array to stand for one of the variables, and placing
cases in some way within the two-way table thus defined.

The most straightforward way, using the Plymouth example, is to name the wards
in each cell of a table defined by the two variables, and this is what we did in the
1988 report (see Table 8.4). This is a useful form of presentation for professionals
who want to see where their particular area falls in terms of the two variables. More
generally useful, however, is a table where numbers replace the names (Table 8.5).
We can usually do without knowing which particular cases fall where, and the results
are much easier to read if tabulated numerically; this is the only sensible way of pro-
ceeding if you have more than a relatively small number of cases.

As with Table 8.3, percentages are a useful aid to the reader. For this reason, two
more tables have been produced: Table 8.6 shows percentages by rows (showing
what percentage of each category of health status falls in each of the Material
Deprivation Index categories) and Table 8.7 shows percentages by columns (showing

15%

42%

43%

Conservative Labour Other

Figure 8.5 Pie chart showing share of votes in a fictional constituency
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Table 8.4 Location of Plymouth wards by Material Deprivation Index and Health Index

Material Deprivation Index

Health Index <−1.00 −1.00 to −0.51 −0.51 to −0.16 −0.15 to 0.14 0.15 to 0.49 0.50 to 0.99 1.00 to 1.99 2.00+

<−1.00 Burrator Yealmpton Cornwood Tamarside Lydford
Wembury Tavistock S St Dominic Salcombe

Buckland M S Petherwine Compton
Newton & Noss
Garrabrook

−1.00 to −0.51 Plymst. D Stokeclimsland Brixton Altarnum Lanteglos
Mary Tavy Thurleston Charterlands Erne Valley

Ottery Sparkwell
Looe
Morval

−0.50 to −0.21 Ivybridge Milton Ford Walkham St Veep Lansallas
Saltstone Bere Ferris Kingsbridge
Landrake Gunnislake
Marlborough

−0.20 to 0.19 Plymp. St M Chilsworthy Lyner S Brent Launceston N Maker/Rame
Stokenham Menheniot Bickleigh
St Ive Thrushel Downderry

Launceston S

0.20 to 0.49 Plymst R Estover St Germans Liskeard Mt Gould
Modbury Dobswall Trelawney (C)
Tavistock N Callington Torpoint
Avonleigh St Neot

(Continued)
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Table 8.4 (Continued)

Material Deprivation Index

Health Index <−1.00 −1.00 to −0.51 −0.51 to −0.16 −0.15 to 0.14 0.15 to 0.49 0.50 to 0.99 1.00 to 1.99 2.00+

0.50 to 0.99 N Petherwine Saltash Trelawney (P) Drake Southway
Shevioc Eggbuckland

Calstock
St Cleer

1.00 to 1.99 Plympton E Ugborough Millbrook Stoke Honicknowle Sutton
Efford
St Budeaux

2.00+ Keyham
Budshead
Ham
St Peter’s

Source: Abbott, 1988
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what percentage of each Material Deprivation Index category falls within each
category of health status). The two kinds of percentages are useful for different pur-
poses. In this case we use row percentages (Table 8.6, p. 196) to compare material
deprivation categories: we can see at a glance, for instance, that most of the low
Health Index scores fall in the first three columns, and all the highest scores in the last
column. Table 8.7, similarly, is useful for comparing Health Index categories.

If the two variables are correlated – related in such a way that the score on one
of them predicts the score on the other at better than a chance level – then we
should expect the large percentage figures to ‘move’ diagonally across the table as
we scan down (Table 8.6) or across (Table 8.7, p. 197). In other words, low scores
should predict low scores – the largest percentages should be high in the columns
at the left-hand side of the table – and as we move across the mean of the distrib-
ution and out to the other extreme the large percentages should ‘move’ towards the
middle of the row or column and then away in the other direction. This does indeed
appear to be the case in these tables. In Table 8.6 we can see a degree of correla-
tion: by and large, the larger percentages are in the lowest deprivation categories
in the first two columns, around the middle (with some variation) in the middle of
the table, and towards the bottom of the table as we reach the right-hand columns.
Table 8.7 shows the same.

AAccttiivviittyy  88..33  ((55  mmiinnuutteess))

Look at the two tables and make sure you see what I mean, scanning down
Table 8.6, row by row, to see where the large concentrations of cases, in
percentage terms, fall in each row, and doing a similar scan across Table 8.7,
column by column.

Table 8.5 Location of wards by Material Deprivation Index and Health Index: raw numbers

Material Deprivation Index

−1.00 −0.50 −0.15 0.15 0.50 1.00
to to to to to to

Health Index <−1.00 −0.51 −0.16 0.14 0.49 0.99 1.99 2.00+ Total

<−1.00 3 5 3 2 – 1 – – 14
−1.00 to −0.51 1 2 2 3 5 – – – 13
−0.50 to −0.21 l 4 1 2 3 – – – 11
−0.20 to 0.19 1 3 3 4 1 – 1 – 13
0.20 to 0.49 – 4 3 4 1 1 – – 13
0.50 to 0.99 – 1 2 4 – 1 l – 9
1.00 to 1.99 l 1 – 1 – 1 3 1 8
2.00+ – – – – – – – 4 4

Total 7 20 14 20 10 4 5 5 85

Source: Abbott, 1988, Table 26
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Table 8.7 Location of wards by Material Deprivation Index and Health
Index: column percentages

Material Deprivation Index

−1.00 −0.50 −0.15 0.15 0.50 1.00
to to to to to to

<–1.00 −0.51 −0.16 0.14 0.49 0.99 1.99 2.00+
Health Index (%) (%) (%) (%) (%) (%) (%) (%) Total

<–1.00 43 25 21 10 – 25 – – 16
–1.00 to –0.51 14 10 14 15 50 – – – 15
–0.50 to –0.21 14 20 7 10 30 – – – 13
–0.20 to 0.19 14 15 21 20 10 – 20 – 15
0.20 to 0.49 – 20 21 20 10 25 – – 15
0.50 to 0.99 – 5 14 20 25 20 – 11
1.00 to 1.99 14 5 – 5 – 25 60 20 9
2.00+ – – – – – – – 80 5

Total 7 20 14 20 10 4 5 5 85

Source: Abbott, 1988, Table 26
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Two-way distributions can also be presented in a number of ways using bar graphs
(see Figures 8.6–8.8). Figure 8.6 preserves information about the absolute numbers –
the height of each bar increases with increased totals on the variable along the bottom –
and shows how those numbers are ‘shared out’ in each bar according to the categories
of the other variable. Figure 8.7 does the same but loses information on absolute num-
bers in favour of percentages; all the bars are the same height, which makes it easier
to see where a category of the other variable becomes proportionally more or less
common. Figure 8.8, which compares the incidence of certain major diseases between
a ‘bad’ inner-city ward and an affluent country area, shows how a similar job can be
done by stacking the bars side by side. Which is the most appropriate to use will
depend on the point you want to make. Line graphs can also be used in similar ways.

Table 8.6 Location of wards by Material Deprivation Index and Health Index:
row percentages

Material Deprivation Index

−1.00 −0.50 −0.15 0.15 0.50 1.00
to to to to to to Total

Health Index <−1.00 −0.51 −0.16 0.14 0.49 0.99 1.99 2.00+ no.

<–1.00 (%) 21 36 21 14 – 7 – – 14
–1.00 to –0.51 (%) 8 15 15 23 38 – – – 13
–0.50 to –0.21 (%) 9 36 9 18 27 – – – 11
–0.20 to 0.19 (%) 8 23 23 31 8 – 8 – 13
0.20 to 0.49 (%) – 31 23 31 8 8 – – 13
0.50 to 0.99 (%) – 11 22 44 – 11 11 – 9
1.00 to 1.99 (%) 12 12 – 12 – 12 38 12 8
2.00+ (%) – – – – – – – 100 4

Total (%) 8 24 16 24 12 5 6 6 85

Source: Abbott, 1988, Table 26
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Incidentally, tables do not have to record just figures or percentages adding up to a
total. The tabular format can be a very good way of presenting a range of information in
compact and interpretable form. Table 8.8 (see p. 200), for instance, compares the best
and the worst wards in London and in Plymouth on four ‘deprivation’ variables. The
figures in the body of the table are not percentages of the column or row, but the per-
centage of people or households in each ward who fulfil the conditions of each variable.
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heart disease (IHD) in St Peter’s and South Hams
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AAccttiivviittyy  88..44  ((aallllooww  3300  mmiinnuutteess))

By way of practice, use the Plymouth data set in the Appendix to construct a
tabulation of the Material Deprivation Index by the Health Index. What may be
inferred from it? My answers are at the end of the chapter.

IInnttrroodduucciinngg  aa  TThhiirrdd  VVaarriiaabbllee

As a reader of a report or article, you can be faced with a table or some other way
of presenting figures and find the point that it makes quite convincing. None the less,
there may be more for the writer to do in order to make a convincing case and/or to
make the most of the available data. Quite often two variables are related, but
allowance needs to be made for some third variable (or more than one). The reader
needs to know that some obvious explanation has been considered, and to see evidence
that it may be rejected. Otherwise, he or she may not be in a position to accept the
writer’s arguments.

l There may, for example, be spurious correlation between two variables because
both are related to a third: in other words, the causal relationship is with the third
variable, not between the two under examination. The example of this most
beloved of statisticians is a series of Dutch statistics showing a positive correla-
tion between the number of storks nesting in a series of springs and the number
of human babies born at that time. (Both were related to the state of the weather
some nine months previously!)
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2 A third variable may simply be more important, in causal terms, than the
explanation being put forward. For example, many attempts have been made to
identify parents likely to be violent to their children in terms of their psycho-
logical characteristics. However, far more of the variance in behaviour seems
to be contributed by their material circumstances: poverty, unemployment, over-
crowding, lack of resources, etc. This tends to mean that any effect of psycho-
logical variables is, simply, swamped by the large effect of material
circumstances.

3 There may be an interaction effect between the supposed cause and some third
variable. For example, the likelihood of reaching a senior management position
is (currently) related, among other things, to gender and to the social class of
origin. Either alone shows some correlation with the thing to be explained, but
both together are enormously more predictive. Moreover, the effect of class dif-
fers by gender: in many studies the class of eventual job is more affected by class
of origin than level of education for boys, but somewhat less so for girls.

There are sophisticated statistical techniques for dealing with such questions.
However, a fair amount can be done, simply, through tables. We will look at exam-
ples of each of the effects listed above, mostly using ‘made-up’ figures (because it is
easier to make the point if the figures are specifically designed to make it) and tries
to suggest to you what to look out for when reading this kind of analysis. The basis
of the technique involves splitting a table into two sub-tables to show the effect of
the third variable.

As a case of spurious correlation, let us consider a fictional study of the use of
flashing lights to ameliorate toothache. Over a period of months, a dental reception-
ist is instructed to send one patient out of two to the dentist for examination in the nor-
mal way, turning them over to the dentist if he or she is there, or waiting with the
patient until the dentist arrives. On the other hand, alternate patients are conducted by
the receptionist to a special room where he or she settles them in a chair and switches
on stroboscopic lights, explaining this as a new therapy for pain; then, after five min-
utes, the receptionist takes them to the dentist. (Sometimes the receptionist is not able
to stay with them, if another patient arrives during the five minutes.) At the end of each
treatment, the patients report on the degree of pain they were feeling on arrival at the
dentist. Table 8.9 shows the results of the study. (As you can see, the allocation to
treatment or control does not work out perfectly even in fictional studies! We have
440 ‘treatment’ cases, whereas the design should have yielded 500.)

The first block of the table is looking for the main effects of treatment (i.e. irre-
spective of the receptionist’s presence or absence), and it suggests that there is quite
a respectable effect: only a third of the treatment cases report severe pain, compared
with nearly 60 per cent of the control cases. The two blocks on the right, however,
separate out cases with whom the receptionist stayed (most of the ‘treatment’ cases,
but also nearly a fifth of the control cases) from those with whom she or he did not
stay (approximately four-fifths of the control cases, but also 40 people in the treat-
ment group). From these figures, we can see that the apparent effect of the treatment
is almost certainly spurious, and that the determining factor is whether the recep-
tionist stays with the patient. Alternatively, we might have found – with slightly
different figures – that most of the effect was contributed by the receptionist staying
with the patient, but that there was still a small effect of the treatment even when this
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effect was controlled for. In other words, there could be a genuine effect of the treat-
ment, but swamped by the effect of a more important variable.

Our example of a third variable being more important comes from Rival Hypotheses
by Huck (1979), an intriguing collection of research studies and alternative ways of
interpreting results. Huck’s example is a study of women students’ halls of resi-
dence, in a period when some still imposed a time by which students were required
to be back in hall, while others had relaxed this requirement. Huck looked specifi-
cally at a college of 787 women, 371 of whom were required to observe ‘dormitory
hours’, while the rest had parental permission to ignore the closing hours. Scores
on academic tests were compared at the end of the first academic term. Obviously,
there was a risk that the two groups differed on initial academic ability, given that
allocation to one group or the other was not random, but the researchers allowed
for this in their statistical analyses. After initial ability had been controlled in this

Table 8.8 Deprivation indicators: Greater London Council Area and Plymouth Health
Authority District

Unemployed Overcrowded Households not Households
adults households owner-occupied with no car

Wards (%) (%) (%) (%)

Worst
GLC

Tower Hamlets, Spitalfields 22 28 97 80
Tower Hamlets, St Mary 20 17 95 74
Brent, Carlton 22 10 98 77
Kensington & Chelsea, Golborne 19 13 93 74
Tower Hamlets, Shadwell 17 14 98 71

Plymouth Health Authority
Plymouth City, St Peter’s 19 6 84 68
Plymouth City, Ham 17 8 55 52
Plymouth City, Keyham 14 5 52 56
Plymouth City, Budshead 14 3 76 51
Plymouth City, Sutton 14 3 60 59

Best
GLC

Bromley, Biggin Hill 3 2 10 8
Sutton, Woodcote 5 1 15 7
Sutton, S. Cheam 3 1 9 11
Croydon, Selsdon 3 1 7 14
Havering, W. Cranham 3 1 4 12

Plymouth Health Authority
Plymouth City, Plymstock Radford 7 2 22 29
South Hams, Ivybridge 5 2 23 19
Plymouth City, Plympton Erle 6 1 22 20
Plymouth City, Plymstock Dunstone 6 1 20 21
Plymouth City, Plympton St Mary 5 1 10 18

The table compares the best and the worst five wards overall, in each district.

Source: Abbott, 1988, Table 1
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manner, there was no difference between the two groups in their performance at the
end of the first term. The researchers conclude that time restriction has no effect on
academic performance. As Huck points out, however, it is very likely that the girls
whose parents did not relax the restrictions were ones considered likely to perform
badly if not supervised, and that the reason their initial academic performance
(based on high-school grades) was as good as the others was because their parents
had supervised their hours while they were at high school. In other words, there
could well be a genuine difference between the two groups in likelihood of gaining
good academic grades, but it is suppressed by the limitations imposed on their
social lives.

For an example of an interaction effect, we can turn to some real results on the
pay-off of education in terms of salary, by gender. Table 8.10 shows data from the
1980–4 responses to the Open University’s People in Society Survey (see Abbott and
Sapsford, 1987a). Among other things, the survey recorded gender, whether or not
the respondents were in full-time employment, how much they were earning, and
their educational qualifications. In Table 8.10 the level of earnings has been
dichotomized at the overall mean into ‘low’ and ‘high’, and educational qualifica-
tions have been dichotomized into ‘O level or less’ or ‘higher than O level’.

Overall, there is a marked association, as you would expect, between level of edu-
cation and amount earned: nearly two-thirds of people with lower-level qualifications
fall in the low-wage column, but less than a third of those with higher qualifications.
Looking at males and females separately, we find a similar pattern, with a much
larger proportion of the less-educated than of the more-educated earning low wages.

Extracting and presenting statistics 201

Table 8.9 The effects of light therapy in dentistry (fictional data)

Effect of Receptionist Receptionist
‘treatment’ stayed did not stay

Total
Degree patients Treatment None Treatment None Treatment None
of pain (%) (%) (%) (%) (%) (%) (%)

Severe 48 34 59 30 32 70 65
Mild 52 66 41 70 68 30 35

Total 1,000 440 560 400 100 40 460

Table 8.10 The pay-off of education by gender

Total Male Female

Education Low High Low High Low High

‘O’ level or less (%) 62.9 37.1 44.2 55.8 82.3 17.7
Higher than ‘O’ level (%) 31.2 68.8 15.9 84.1 46.8 53.2
n 4,632 2,307 2,325

Source: Open University’s People in Society Survey, responses for 1980–4
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We can also see that the overall level of earnings is markedly lower for females than
for males. Thus we have identified two main effects. The dependent variable (earn-
ings) is predicted separately by two independent variables: level of qualifications
and gender. However, we have also noted an interaction effect – an effect of one of
the independent variables on the other, changing the extent to which it predicts the
dependent variable. In this case, the relationship of qualifications to earnings is not
the same for men as for women; there is an interaction between gender and qualifi-
cations in the prediction of earnings.

AAccttiivviittyy  88..55  ((aallllooww  uupp  ttoo  11  hhoouurr))

Now try your hand at three-way analysis, verifying a point made in Abbott et al.
(1992) about the predictability of health status from material deprivation in
urban and rural areas. In Activity 8.4 you prepared a table of health v. material
deprivation overall. Now, using the Plymouth data set in the Appendix, con-
struct tables of the relationship between the two separately for rural and urban
areas. My answers are at the end of the chapter.

PPoossttssccrriipptt::  tthhee  EElleemmeenntt  ooff  CChhaannccee

Finally, we should note in reading other people’s data or in presenting our
own that the observed difference between two groups may not necessar-
ily be due to a real difference between them; it may be a product of the
way in which the figures were collected. When looking at trends in popu-
lation size since 1861 from the Census, for example, we need to be very
sure that the figures were collected in the same way from decade to
decade. Further error is likely to be introduced where the figures are
samples from larger populations, as they usually are, because a sample
represents its population only within a margin of error, even if properly
drawn. As we saw in Chapter 2, even the best of samples is not necessar-
ily a perfect representation of its population; it just stands as high (and
precisely estimable) a chance of being so as possible. You have already
met the concept of sampling error in Chapter 2, and in Chapters 9 and 10
you will learn how to capitalize on it to calculate the statistical significance
of differences. For now, let us merely note that we cannot have great con-
fidence in any of the differences between groups which have been illus-
trated in this chapter. We have not tested whether they are big enough, in
relation to their sampling errors, to be unlikely to have come about by
chance alone.
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KKeeyy  TTeerrmmss

BBaarr ggrraapphh see graph
CCeellll  ppeerrcceennttaaggeess see percentages
CCoolluummnn  ppeerrcceennttaaggeess see percentages
CCoorrrreellaattiioonn the systematic linear relationship of two variables. We talk

about two variables being positively correlated when high values on one
variable predict high values on another, and low values predict low
values. Negative correlation is the opposite: high values on one predict
low values an the other, and vice versa. Two variables are said to be uncor-
related – to exhibit zero correlation – when the values on one variable do
not at all predict the values on the other

– correlation coefficient a summary of the amount of correlation between
two variables. Correlation coefficients are constructed to take the value of
+1 if there is perfect positive correlation, −1 if there is perfect negative cor-
relation, 0 when there is no correlation, and values in between where
some degree of correlation exists but not perfect correlation. (This last sit-
uation will normally be the case in social science research)

– spurious correlation said to occur where two variables are corre-
lated, but not because one has an effect on the other; the effect is due
to the fact that both are correlated with a third variable

EEffffeecctt in statistical jargon, an effect is a proportion of variance explained
by a variable or by error. More colloquially, we speak of ‘an effect’ when
we have shown a relationship between one or more independent vari-
able(s) and the dependent variable

– main effect the effect of an independent variable, over and above the
effects of any other variables

– interaction effect the effect of two variables in combination, over and
above their main effects. The effect is shown by the relationship between
two variables being of a different degree for different levels of a third
variable. For example, ability to run fast might well be attributable to
age, weight and the interaction between them: the effect of weight on
running speed might be different for children than for adults

EErrrroorr  tteerrmm the amount of variance still unexplained after all the vari-
ables have been taken into account: taken as due to (a) other variables,
(b) sampling error, and (c) measurement error

GGrraapphh a graphical presentation of data. The main variants are:

– bar graph or histogram a graph which presents figures as bars
whose height is proportional to what is being measured. Strictly
speaking, the term bar graph should be used where the variable being
measured has natural discrete categories (e.g. male, female), and his-
togram where data presented are continuous scores aggregated into
categories (e.g. age in 5-year bands)

– histogram see Bar graph, above
(Continued)

08-Sapsford -3330-08.qxd  11/16/2005  3:14 PM  Page 203



(Key Terms Continued)

– line graph a graph which presents data as a line whose points are
defined by the two variables which form the vertical and horizontal
axes; for example, a plot of height against weight in a population

– pie chart a graph where the total is illustrated as a circle or ‘pie’, and
figures are shown as segments of the circle (‘slices of the pie’), and
values are shown

IInnddeexx a summary variable relating all scores to a comparison point.
One common form of indexing is to set one data point (e.g. a year) equal to
100 and express all other data points as percentages of it. Another is to set
the mean equal to zero and express all other points as deviations from it

IInnddiiccaattoorr where a quantity cannot be measured directly, an indicator
is a variable which is measured that can plausibly be argued to be highly
correlated with the desired quantity. For example, scores on intelligence
tests are indicators of intelligence; the height of mercury in a thermo-
meter is an indicator of temperature

IInntteerraaccttiioonn  eeffffeecctt see Effect
LLiinnee  ggrraapphh see Graph
MMaaiinn  eeffffeecctt see Effect
MMeeaann the arithmetical average of a set of figures, obtained by adding

them all together and dividing by the number of cases
MMeeddiiaann another form of average, the mid-point of a distribution. This

may or may not be close to the mean, depending on whether the distrib-
ution is a symmetrical one

NNoorrmmaall  ccuurrvvee a distribution of events occurring randomly, with the
largest single number of cases at the mean, large numbers of cases close
to the mean, and progressively fewer cases as we move further away
from the mean

PPeerrcceennttaaggeess figures expressed as though their total were 100

– cell percentages on a table, cell percentages add up to the total of
the table: the figure in each cell is divided by the overall total and mul-
tiplied by 100

– column percentages percentages based on the totals of the columns
of a table (down the page)

– row percentages percentages based on the totals of the rows of a
table (across the page)

PPiiee  cchhaarrtt see Graph
PPrrooppoorrttiioonn figures expressed as though their total were 1.00
row percentages see percentages
SSppuurriioouuss  ccoorrrreellaattiioonn see Correlation
SSuupppprreessssoorr  vvaarriiaabbllee a variable which has the effect of suppressing the

visibility of another variable’s effects. For example, mode of transport
would suppress the relationship of fitness to speed of travel: bicycles go
so much faster than walking that even an unfit cyclist should be able to go
faster than a fit walker

Data analysis204
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AAnnsswweerrss  ttoo  AAccttiivviittiieess

Activity 8.2
The frequency distribution of the Health Index should look something like Table 8.11.
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Table 8.11 Distribution of Health Index in the Plymouth study

No. of
Score wards % Cumulative %

<−1.51 4 4.7 4.7
−1.50 to −1.01 10 11.8 16.5
−1.00 to −0.51 13 15.3 31.8
−0.50 to −0.01 17 20.0 51.8
0.00 to 0.49 20 23.5 75.3
0.50 to 0.99 9 10.6 85.9
1.00 to 1.99 8 9.4 95.3
2.00+ 4 4.7 100.0

Total 85 100

Table 8.12 Health and Material Deprivation Index in the Plymouth study

Health Index

Material −0.99 to 0.00 to
Deprivation <−1 −0.01 0.99 1.00+
Index (%) (%) (%) (%)

<−1.00 21 7 3 8
−0.99 to −0.01 71 60 62 8
0.00 to 0.99 7 33 28 17
1.00+ – – 7 67

Total (n) 14 30 29 12

Activity 8.4
The table might look like Table 8.12.
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Table 8.13 Health, material deprivation and type of area

Health Index

Urban Rural

Material Zero or Zero or
Deprivation Negative Positive Negative Positive
Index (%) (%) (%) (%)

Negative 78 36 74 75
Zero or positive 22 64 26 25

Data analysis206

Percentages the other way, or even the raw figures, would have shown much the
same in this case. We can see that the correlation is by no means perfect – there is a
spread up and down each column – but the tendency of high values to go with high
ones and low values with low ones is quite clear.

Activity 8.5
The overall pattern is given in Table 8.12, in the answers to Activity 8.4 above.
Splitting the figures by rural and urban areas, we get Table 8.13. (Numbers were so
small in some columns that I have added adjacent columns together to give a better
base for percentages, turning each block of the table into a dichotomy.)

Even a table as crude as Table 8.13 shows very clearly that there is a strong rela-
tionship in urban areas but virtually none in rural areas. So, splitting the original
table by a third variable, in this case presenting separate tables for the urban and the
rural wards, enables a hidden relationship to emerge.

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  88

It is usually not advisable to prescribe the strategy of data analysis completely
and right from the start; you will need scope, as the project develops, to pursue
the avenues that turn out to be fruitful. However, you do need to address the
following at the planning stage:

1 How are data to be presented? In tables? Graphically?
2 What dependent and independent variables will the analysis probably

require, and for what ‘third variables’ might it be necessary to control?
3 When your data are recorded, will they be in a form suitable for the proposed

analysis and mode of presentation?
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AAppppeennddiixx::  DDaattaa--sseett

Health and Material Deprivation in the Plymouth Health Area

Urban/ Depriv. Health Urban/ Depriv. Health
Ward name rural index index Ward name rural index Index

St Peter’s U 4.2 3.3 Charterlands U −0.2 −0.8
Ham U 3.3 2.0 Dobswall R −0.2 0.4
Keyham U 2.3 2.4 Saltash U −0.2 0.9
Budshead U 2.2 2.2 St Dominic R −0.2 −1.0
Sutton U 2.1 1.7 Callington U −0.3 0.3
Southway U 1.8 0.8 Estover U −0.3 0.5
St Budeaux U 1.8 1.3 Brixton R −0.3 −0.6
Honicknowle U 1.6 1.8 Menheniot R −0.3 0.0
Efford U 1.5 1.4 Thrushel R −0.3 0.0
Maker/Rame R 1.0 0.2 Walkham R −0.4 −0.5
Drake U 1.0 0.7 Compton U −0.4 −1.0
Mt Gould U 1.0 0.4 Shevioc R −0.4 1.0
Lydford R 0.9 −1.4 Thurleston R −0.4 −0.9
Stoke U 0.6 1.3 Lyner R −0.4 0.1
Erne Valley R 0.5 −0.9 Cornwood R −0.5 −1.6
Launceston N U 0.4 −0.2 Garrabrook R −0.5 −1.7
Lansallas R 0.3 −0.3 Newton & Noss R −0.5 −1.6
Looe R 0.4 −1.0 Mary Tavy R −0.5 −0.8
Morval R 0.3 −0.9 N Petherwine R −0.6 0.5
Lanteglos R 0.3 −0.7 Chilsworthy R −0.6 0.2
Liskeard U 0.3 0.4 Stokeclimsland R −0.6 −0.7
Gunnislake R 0.3 −0.4 Milton Ford R −0.6 −0.2
Kingsbridge U 0.3 −0.3 Stokenham R −0.6 0.0
Sparkwell R 0.2 −0.9 Modbury R −0.6 0.4
Millbrook U 0.1 1.0 Tavistock N U −0.7 0.3
Calstock R 0.1 0.6 Ugborough R −0.7 1.2
St Neot R 0.1 0.2 Saltstone R −0.7 −0.4
Bickleigh R 0.0 0.0 St Ive R −0.7 −0.1
Trelawney (P) U 0.0 1.0 Marlborough R −0.9 −0.5
Trelawney (C) R 0.0 0.4 Tavistock S U −0.9 −1.1
S Brent U 0.0 0.1 Landrake R −0.9 −0.4
Eggbuckland U 0.0 1.0 Yealmpton U −0.9 −1.0
Altarnum R 0.0 −0.6 Avonleigh R −0.9 0.3
Bere Ferris R 0.0 −0.4 S Petherwine R −0.9 −1.3
Ottery R 0.0 −0.8 Plymstock
St Veep R 0.0 −0.3 Radford U −1.0 0.4
Launceston S U 0.0 0.1 Ivybridge U −1.0 −0.2
Salcombe U −0.1 −1.7 Plympton Erle U −1.2 1.1
Tamarside R −0.1 −1.3 Buckland
St Cleer R −0.1 0.5 Monachorum R −1.2 −1.4
Downderry R −0.1 −0.1 Plymstock
Torpoint U −0.2 0.3 Dunstone U −1.2 −0.7
St Germans R −0.2 0.5 Burrator R −1.3 −1.3

Plympton
St Mary U −1.6 0.1

Wembury R −1.7 −1.3
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9

Statistical Techniques

Judith Calder and Roger Sapsford

In the previous chapter we looked at how figures are laid out – in tables
and graphs, for example – so that the reader can easily grasp the points
that the author is trying to make and observe any differences between
groups or associations between variables which may be important for the
argument of the report. At the end of the chapter it was pointed out, how-
ever, that an observed difference or association in a sample does not
prove that such a difference or association exists in the population which
the sample represents. The sample you picked could be very different
from the population by chance alone (which is called sampling error – see
Chapter 2).This chapter takes statistical skills a stage further by looking at
some of the methods that have been evolved for checking the likelihood
that a result observed in a sample really does represent what the popula-
tion is like. 

After working through this chapter you should not only be in a position
to read and understand a wider range of research papers and reports and
understand the arguments better, but you should also be able to tell when
conclusions may be suspect because of the inappropriate use of a partic-
ular form of analysis.

We are working on the assumption that you will have what most sensible
researchers secure for themselves: access to a statistical package on a com-
puter. We have therefore not talked about how you work out the statistics for
yourself or, generally, given the statistical formulae which underlie them. 

DDiiffffeerreenntt  KKiinnddss  ooff  DDaattaa

Data can be categorized into two types. Some data, such as time, temperature and
length, are examples of data which are continuous; that is, they can take values
between whole numbers (someone can be 36.33 years old, for example). Other data
are only meaningful as whole numbers. In spite of the predilection of newspapers for
such families, you cannot have 2.4 children, for example! Data like these are known
as discrete data.
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The amount of information which data may give can vary considerably, and we
can also categorize them by the kind of information they yield and the kind of cal-
culation that can be done with them. In the previous chapter you were introduced to
four levels of measurement. Nominal data give the least information, recording
merely the name of the group or category to which an individual or item belongs.
Ordinal data indicate the rank order in which items are placed but give no indication
of distance between ranks. The fact that a child may be the second child in a family
reveals nothing about distance in age from the older sibling. Rating scales which use
classifications like ‘very important’, ‘fairly important’, ‘not very important’, ‘not at
all important’ produce ordinal data. In contrast, with interval data there are equal
intervals or equal distances between each of the measures on the scale. However,
with interval data there is no absolute zero point, and so it is not possible to divide
or to multiply one score by another. Measurements of temperature are an example of
interval data, where a temperature of 40°C cannot be divided by a temperature of
20°C to claim that 40°C represents twice as much heat as 20°C. There is what is
called a zero, at 0°C, but this is merely a point of reference against which other tem-
perature measures can be set. Finally, where we have ratio data, we can draw conclu-
sions about the relative size or worth of the data (hence the term ‘ratio’). For example,
a person’s income, regardless of the units in which it is measured, can be expressed
as a ratio of someone else’s. So, for example, we can say that people earning £30,000
have twice as much as people earning £15,000.

It will be apparent that it can sometimes be quite difficult to identify correctly the
type of data being investigated. Statisticians have pointed out that, strictly speaking,
although data such as intelligence, aptitude and personality tests have numerical
scores attached to them, they are only ordinal data – there is no real or absolute zero,
nor any guarantee that the values are equidistant. One way of dealing with data that
are difficult to ‘type’ correctly is through the use of models. Scientists use models of
weather systems to study the relationships between different factors in order to
understand better what the contributory factors are. In the same way, statisticians
produce statistical models based on their current understanding of a problem. When
they do not quite work as expected, they modify some of their assumptions. If the
assumption of an interval scale does not work, then further analyses can be carried
out on the assumption of an ordinal scale. Over the years, reviews of the statistical
evidence suggest that the assumption of equality of equal intervals within rating
scales is justified. But where such assumptions are made, there is always the possi-
bility of misinterpretation of the data. The important point is to be clear always that
there are different types of data, and that this will affect the type of analyses that can
be used on them.

AApppprrooaacchheess  ttoo  AAnnaallyyssiiss

Looking at Variables
We have been discussing the fact that the level and type of data you are dealing with
can have a considerable influence on the type of analysis you are able to undertake.
A number of other criteria also play a key role in determining the approach used for
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Table 9.1 Subject totals and means by retention interval for age, grade and contact in a
study of memory

Subject totals Age at retrieval Grade Contact

RI (months) n % m s.d m s.d m s.d.

3 33 8.8 39.6 8.1 2.5 0.834 1.88 0.331
15 37 9.9 39.8 8.9 2.5 0.650 1.65 0.484
27 35 9.4 45.5 10.1 2.7 1.01 1.57 0.502
39 25 6.7 46.7 11.1 2.8 0.913 1.60 0.500
41 42 11.3 46.8 9.4 2.8 0.881 1.69 0.468
53 48 12.9 48.5 10.1 2.5 0.849 1.60 0.494
65 28 7.5 52.9 8.7 2.8 0.803 1.68 0.476
77 27 7.2 54.4 11.6 3.0 0.898 1.78 0.424
89 27 7.2 55.7 10.0 2.9 0.759 1.63 0.492

101 23 6.2 52.6 10.7 2.4 0.988 1.57 0.507
113 18 4.8 53.3 11.9 2.8 0.707 1.89 0.323
125 30 8.1 58.9 9.6 2.4 0.817 1.63 0.490

RI, retention interval; n, total number; m, mean; s.d., standard deviation.
Contact refers to ratings of contact with course material with the exception of research methods.

Note: the authors draw the attention of readers to the fact that ‘the spacing of RIs is not equal, and this
is because testing was conducted in two waves some months apart’.

Source: Conway et al., 1991, p. 398, Table l

the analysis: for example, the amount and type of units of analysis, the number of
variables, the research design, the sample design and sample size, and, most impor-
tantly, the research question(s).

In general, one of the key points that must be established as early as possible is
which of the variables are seen as being dependent and which independent. A vari-
able is termed independent if, for a particular research question, it is hypothesized as
being the cause or origin of some effect on a dependent variable. For example, if we
hypothesize that a person’s income is affected by his or her gender, then, for this
research question, income would be the dependent variable and gender the indepen-
dent variable. The independent variable is always the antecedent and the dependent
variable the consequent. It would never be hypothesized that someone’s gender was
in some way influenced by their income, for example!

Now look at Table 9.1, reproduced from Conway et al. (1991), which is a report
from a research project on age and retention of undergraduate learning (m and s.d.
are used as the symbols for the mean and standard deviation – explained later in the
chapter). The data in the table, clearly, are already summarized. The RI column (RI
stands for retention interval) shows how long it was between the student studying the
course and being tested, while going down the next column (n for total number) we
can see how many former students last studied the psychology course 3 months ago,
15 months ago, 27 months ago, and so on. The information about the retention inter-
vals of the former students has been grouped into frequencies for each of the reten-
tion intervals, so the researchers are here dealing with only 12 measures rather than
the 373 they started with. The rest of the table similarly summarizes information
about the former students. Reading across the table this time, you can see that for the
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33 students who last studied psychology 3 months prior to testing, their mean age
(m) at the time of the study was 39.6 years, and the standard deviation (s.d.) about
the mean age for that group of 33 people was 8.1 years. Moving further along the
same line, we read that the mean grade for their psychology courses achieved by this
group of former students was 2.5 (remember that 2 is the code for an upper second
and 3 the code for a lower second class degree) with a standard deviation of 0.834,
and, further along, that the mean contact level for this group was 1.88. Again, this
score can only be interpreted if you know that contact was coded either as 1 for a
considerable amount of post-course contact with psychology, or 2 for only a little or
no further contact with the field after completing the course. These statistics, then,
are describing the data which have been collected.

Two Types of Statistics
In Table 9.1 no hypotheses are being tested nor inferences drawn about a wider pop-
ulation. Such statistics, which focus on the description of data presented, are known
as descriptive statistics. In contrast, inferential statistics are used in order to draw
conclusions about a wider population from sample data and to examine differences,
similarities and relationships between different variables. There are two aspects to
inferential statistics.

1 The first concerns the making of inferences about populations from data drawn
from samples. For example, if 29 per cent of our sample listen to a certain radio
programme, then we use that information to make an inference about the percentage
of our population who listen to that radio programme. Statistical techniques are
used to estimate the range within which the population parameters are likely to
lie, given the sample statistics. (See Chapter 2.)

2 The second aspect comes from the testing of hypotheses or the study of relation-
ships. Here the emphasis is on hypotheses about the data being studied. In the
research reported, we shall see that the researchers have tested a number of
hypotheses about the relationship between age, retention interval and amount and
quality of recall. Statistical techniques are used to assess how likely it is that the
observed difference or relationship could arise by chance alone if the same dif-
ference was not to be found in the population from which the sample was drawn.

DDeessccrriippttiivvee  MMeeaassuurreess

In Table 9.1 several different kinds of descriptive statistics were used. We saw fre-
quency scores, percentages, means and standard deviations referred to. You have met
most of these already, but let us just spend a moment looking at each one in turn. 

First, the frequency scores for the retention intervals can be plotted as a graph.
When the points are joined together, we have a distribution of retention interval fre-
quencies from 3 months to 125 months (see Figure 9.1). To summarize and describe
the distribution in Figure 9.1, two pieces of information are needed. First, we need
information about what is called the central tendency in order to see where the cen-
tral values or ‘typical’ values are located. Secondly, we need information about the
variability or spread among the values of the variable.
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Measures of Central Tendency
You will recall that the three measures of central tendency are the mean, the median and
the mode. The mean is simply the average of all the data. The median is the middle
value of the ordered data, i.e. when the data are arranged from the smallest up to the
largest, or vice versa. The mode is the value which is most common in the data set. If
the distribution is a normal distribution, the mean, median and mode will be the same.
If the distribution is skewed – if it is not symmetrical – they will have different values.

Measures of Spread
As Figure 9.2 shows, however, it is quite possible to have two distributions with the
same mean, but with very different distributions of values. The spread, or the vari-
ability, of the distribution for (b) is much greater than that for (a). A second piece of
information is therefore needed to summarize and describe a distribution: namely,
some measure of its spread or variability. The simplest measure for doing this is to
look at the range of the data scores or measures. In the research reported, the reten-
tion interval ranges from 3 months to 125 months, a range of 122 months. This
figure gives quite a good indication of the actual spread of the data because the fre-
quencies are relatively even. However, if we were looking at the age of the former
students, and there was one very elderly person of, say, 90 years, with everyone else
being under the age of 65 years, then the range of ages would not be a good indica-
tor of spread because of the distortion introduced by the extreme case. (These
extreme cases are often referred to as outliers.) Any extreme cases will mean that the
range over-estimates the spread of the data. The interquartile range, which looks
only at the middle 50 per cent of the distribution, is a better indicator, and it is
frequently used as an indicator in economics. 
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Figure 9.1 Distribution of retention interval frequencies in a study of memory
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However, the most useful and most powerful indicator of spread is the standard
deviation. This is the square root of the variance, which in turn is calculated by tak-
ing all the deviations of data points from the reference point (in this case the mean),
squaring them and dividing by the number of items. The variance is what is to be
explained in statistics – the amount of variation in the sample; we look to see
whether less variation is shown if we ‘take out’ the effects of other variables – in
other words, whether the variation is not random but shows some kind of pattern. 

You will recall from Chapter 2 that the standard deviation will be small where the
data cluster closely around the mean, and where the standard deviation is large, it is
because the data are spread out. So, in Figure 9.2, for example, (b) will have a larger
standard deviation than (a).

AAccttiivviittyy  99..11  ((55  mmiinnuutteess))

Look at the ‘age at retrieval’ column in Table 9.1 and identify which RI groups
have the greatest differences in the spread of ages as measured by the standard
deviations of their mean ages.

Measures of Location
In social and economic research, the different variables which comprise a data set
are often measured in different units: for example, time, attitude ratings, income and
occupation. In the research under discussion, the units used were months and years
(RI and age), and grades and rating scores (interest). In order to make comparisons
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Figure 9.2 Low variability (a) and high variability (b)
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between distributions using different measures, the measurements have to be
transformed in order that they can all be located on one common scale. Even simple
operations like addition or multiplication are not possible on data which are not com-
parable because they are measured in different units. One common way of achieving
this is to use percentages, as we saw in Chapter 8.

Another way of handling this issue is through the use of units based on standard
deviations, known as standard scores or z-scores. Remember that the standard devi-
ation measures the spread of a group of data, such as scores, by examining the dis-
tance of the individual scores from the mean. The z-score simply transforms each
score into the number of standard deviations or fractions of standard deviations it is
away from the mean. A key feature of z is that, by transforming any measure from a
distribution into a z-score, it is possible to say how likely it is that a particular z-score
will lie between certain limits or how far from the mean an observation is located.
This means that, where researchers have to deal with estimates of population data or
with sample data, they are able to assign probabilities through the use of z. Thus z
transformations form one of the basic building blocks in inferential statistics.

IInnffeerreennttiiaall  SSttaattiissttiiccss

Descriptive statistics are the most widely used measures in research reports and
papers. We have discussed the three major measures of central tendency, measures
of variability and measures of location used in descriptive statistics. Each of them
summarizes the set of data it is describing in a different way. They also underpin
what we are going to say about inferential statistics.

Earlier in the chapter you were briefly introduced to the two aspects of inferential
statistics: hypothesis testing, and estimation of population parameters from sample
data. As you will see in the next section, the same measure or test is often used for
both purposes. Remember that inferential statistics are about generalizing from the
evidence available. Researchers can either generalize from the sample to the popu-
lation, as you saw in Chapter 2, or they can test hypotheses about relationships or
differences in the population, using the data from the sample. Either way, because
the results are based on samples, they will be subject to sampling error. With either
type of conclusion, inferential statistics enables you to say with what level of uncer-
tainty the findings should be treated.

Types of Error
Not surprisingly, a hypothesis has to be expressed in statistical terms before it can be
tested. But it always has to be tested against some alternative. In fact, you can never
actually prove statistically that a hypothesis is right. You can only show either that it
should be rejected or that it should not be rejected. (Hence the difficulty of proving
statistically that there is a causal relationship between lung cancer and smoking, or
between radiation and childhood leukaemia.) The actual formulation of the hypothe-
sis is therefore very important.

Suppose a large institution has an equal opportunities target for its staffing profile.
Their aim is 5 per cent of employees who could be classified as people with physical
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disabilities. The question is whether this target has been attained or whether further
action needs to be taken to achieve it. A small sample study involving 140 staff is
carried out which gives a figure of 2.7 per cent of staff who could be categorized as
people with physical disabilities. The sample data suggest that the target has not
been reached. However, it might be argued that the figure of 2.7 per cent of staff has
emerged by chance because of the particular sample which was selected, and that the
target figure for the staff as a whole had actually been reached. For this sort of prob-
lem, two hypotheses have to be presented. The researchers form what is known as
the null hypothesis (written as H0), which says that the target has been reached. That
is, they propose there is no significant difference between the sample figure and the
target figure. The alternative hypothesis Ha is that the target has not been reached.
The null hypothesis is always the one which is actually tested. The researchers can
then show either that the null hypothesis should be rejected and that therefore there
is a likelihood that the target has not been reached, or that the null hypothesis is not
rejected and that therefore it is likely that the target has been reached.

When researchers are drawing conclusions from a sample, there is the danger of
two different types of incorrect conclusions being drawn from the evidence avail-
able. The null hypothesis may be rejected when it is true (so in the example above,
scarce resources may be spent unnecessarily in continuing to try to reach the target)
or the null hypothesis may not be rejected when in fact it is false (i.e. it is assumed
that the target has been reached when in fact it has not).

These two types of error are referred to as Type l and Type 2 errors. Whenever a
hypothesis is being tested, the probability that either of these errors will occur can
be calculated. The probability of a Type l error, i.e. rejecting H0 when it is true, is
written as α. The probability of a Type 2 error, i.e. not rejecting H0 when it is false,
is written as β. Table 9.2 shows a summary of the situation.

Alpha (α), the Type 1 error, is also known as the significance level. In order to
carry out a test on the hypothesis, researchers have to decide what level they wish to
set α at. The job of the hypothesis test then is to calculate the probability that the test
statistic lies within a range which is fixed by the level the researchers selected for α
(see Figure 9.3). The shaded area in Figure 9.3 shows the significance level α.

If the test statistic is found to lie outside the range set, then H0 would be rejected.
But, in reality, one of two things could have occurred. Either H0 was outside the limits
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Table 9.2 Types of error

Conclusion drawn from test

Real situation Reject H0 Do not reject H0

H0 true Type 1 error Correct
P = α

H0 false Correcta Type 2 error
P = β

a The probability of achieving the appropriate conclusion when the null hypothesis
H0 is false, that is, of correctly rejecting H0 when it is false, is known as the power of
a statistical test. This term is used frequently in research and statistical literature.
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because H0 was actually false, or it was actually true but was outside because the test
involves the use of sample data, and sample estimates will always carry a small but
known probability of being an extreme measure. This, you will now recognize,
would be a Type 1 error. Similarly, if the statistic falls inside the limits, then the null
hypothesis would not be rejected. However, here there is still a possibility that H0 is
actually false and that the statistic fell within these limits by chance. This would be
a Type 2 error. (Note that for the Type 2 error, the term ‘not rejected’ rather than
‘accepted’ is used. The distinction between the terms ‘not rejecting’ and ‘accepting’
a hypothesis is an important one in research.)

So how is α determined? At the beginning of the example, it was explained that
the job of the hypothesis test is to calculate the probability that the null hypothesis
H0 can safely be rejected, and what counts as ‘safe’ is determined by the level the
researchers selected for α. If α is minimized, then β is maximized. Conversely, if β
is minimized, then α is maximized. The issue of whether researchers should mini-
mize the Type l error or the Type 2 error depends very much on the problem being
investigated. In some instances, a Type 2 error can have very serious effects. For
example, say the null hypothesis H0 was that the attempted suicide rate was not
increasing. Then α would be the probability of rejecting H0 when it was true. That
is, the data suggested that an increase had occurred when this was not the case
(= Type l error). And β would be the probability that the test suggested that there had
not been an increase when in fact there had been one (= Type 2 error).

Clearly, in dealing with such issues, the aim of researchers analyzing the data
would be to minimize as far as possible the probability of Type 2 errors. In contrast,
other situations could be such that the researchers would want to minimize the prob-
ability of Type 1 errors. If there is no reason to expect any differences between the
effects of either type of error, then α is usually fixed at 0.05. An α of 0.05 means that
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Figure 9.3 Standard normal distribution: each shaded area represents α /2
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there are five chances in 100 of making a Type l error, with H0 being wrongly
rejected when it is true. Similarly, an α of 0.001 means there is only one chance in
1,000 of making a Type 1 error. Unfortunately, the smaller α is made, the larger the
probability of a Type 2 error. By convention, researchers tend to set α equal to 0.05
(one chance in 20 of a Type 1 error) or the more stringent 0.01 (one chance in 100),
but where it is to be set must depend on the nature of the research problem.

AAccttiivviittyy  99..22  ((55  mmiinnuutteess))

Think of an example where the null hypothesis was such that researchers would
want to minimize the possibility of Type 1 errors.

You may have remarked by now that there is no reference to either α or β in most
research papers. The reason is that a measure called the observed significance level
or P value is normally used to indicate the exact point at which H0 is either rejected
or not rejected. Again, the decision to reject or not to reject H0 may be made by the
researchers on the basis of the chosen value for α. If the P value is less than α, then
H0 is rejected. If the P value is greater than or equal to α, then H0 is not rejected. So,
for example, if α has been set at 0.05, and P is calculated to be 0.15, then H0 would
not be rejected. Alternatively, rather than choosing a specific value for α, what often
happens is that where P < 0.01 then H0 is rejected, and where P > 0.05 then H0 is not
rejected. If P lies between 0.01 and 0.05, then the results are usually considered to
be inconclusive.

Chi-square
In Chapter 8 you looked at the use of tables to show differences between groups or
associations between variables in samples, but it was pointed out that the differences
may not be representative of the population under examination, but a product of
sampling error. In other words, it is always possible to draw a sample that is utterly
unrepresentative of the population, but if random methods are used correctly (see
Chapter 2) the probability of doing so should be small. Inferential statistics can be
used on tabular data, as well as on other kinds of data, to check the likelihood of
having obtained a spurious result through sampling error.

In a paper on the effects of age on long-term memory, which we have already dis-
cussed, Gillian Cohen and her colleagues (1992b) presented tables designed to reveal
whether there was any association between age and the grade students received on
their courses, age and how interesting they found them, and age and retention inter-
val (RI): how long had elapsed between learning the material and being re-tested on
it. The statistical significance of the results was described as follows:

By χ2 the distribution of age groups is significantly different for all these variables: RI
(χ2 (10) = 98.42, P < 0.0001); grade (χ2 (6) = 18.40, P < 0.005); and interest (χ2 (4) = 10.90,
P < 0.02) (Cohen et al., 1992b: 156). 
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If you are a new reader of academic journals, the first word of advice on how to handle
this piece of information is: don’t panic! This statement is merely a succinct sum-
mary of some of the test results expressed in statistical terms. By unpacking the
statement and examining each piece of information, we can interpret what the
researchers are reporting about what the data reveals.

The χ2 referred to in the paper is sometimes written as chi-square (pronounced
‘chi-square’ as if it rhymed with ‘why-square’), and is a key test used to establish
whether or not the two variables of the contingency table (or cross-tabulation) are
independent of each other. For example, if there is no association between age and
grade, then you would expect the proportion of elderly former students who got high
grades to be similar to the proportion of young former students getting high grades.
The null hypothesis being tested, then, is that the frequencies or proportions found
in the cells of the contingency table are what you would expect to find if there was
no association. The chi-square test itself is based on the differences between the
actual observed frequencies and the frequencies which would be expected if the null
hypothesis were true.

Let us look at the extract we looked at above laid out slightly differently.

By χ2 the distribution of age groups is significantly different for all these variables:

RI (χ2 (10) = 98.42, P < 0.0001);
grade (χ2 (6) = 18.40, P < 0.005); and
interest (χ2 (4) = 10.90, P < 0.02). (Cohen et al., 1992b: 156)

In this extract, we are given three figures for the chi-square values of each of three
tables. These figures measure the differences between the frequencies that actually
emerged or were observed in the research and the frequencies expected by chance.
In order to interpret them we need to look at the rest of the information.

The number in parentheses after χ2 in the extract refers to degrees of freedom. (In
this chapter’s text we normally use the initials df.) This term simply means the num-
ber of independent terms in the table: that is, the opportunity for variation in the con-
tent of the cells, given that the row and column totals are fixed. For example, a 2 × 2
table (see Table 9.3) has only one degree of freedom. This is because once we know
the row and column totals, only one figure in the body of the table is free to vary and
we can work out all the rest by subtraction (i.e. the cells which are shaded). So only
one figure in the table can come as any surprise. You can test this for yourself by
putting your own figures into cell α and into the row and column totals, and work-
ing out what the shaded cells should be. Consider the example given in Table 9.4. As
you can see, any number less than 20 could have been chosen for the first cell, but
once that number is fixed (at 15 in the example) there is no choice about what the
empty cells should contain. The easy way to calculate degrees of freedom, if you
need to do so, is to multiply the number of rows minus 1 by the number of columns
minus 1.

Let us now consider the final part of the jigsaw. Returning to the extract from
Cohen et al. (1992b), consider the χ2 value for the retention interval of 98.42. You
know that P is the term for the observed level of significance that can be attached to
the result. In our example the statement that P is less than 0.0001 (expressed as
P < 0.0001) means that, if the null hypothesis that there is no association is not
rejected, the probability that a chi-square value of at least that level occurring purely
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Table 9.3 Degrees of freedom for a 2 × 2 table

Variable 1

l 2 Total

Variable 2 1 a a + b

2 c d c + d

Total a + c b + d a + b + c + d

b
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by chance is less than 0.0001, which, put another way, is less than one in 10,000. The
researchers, not surprisingly, therefore concluded that the null hypothesis should be
rejected.

The smaller P is, the more significant (in the statistical sense) the finding is and
the less likely it is to have occurred by chance. It is always possible to draw a ran-
dom sample from a population and pick an untypical one by chance, and so to pro-
duce findings for the sample which do not hold for the population. What the
statistical test does is to assess the probability of having done so. Because the prob-
ability level in this particular instance is so small, it is highly unlikely that such a
value for chi-square could have occurred by chance: there is less than one chance of
it in 10,000. Therefore, the hypothesis that the two variables are independent for this
particular set of data – that there is no relationship between them – is rejected, and
we describe the findings as statistically significant.

Putting all this another way, you can think of it as a kind of ‘model-fitting’. What
we are trying to do is to see how well our data correspond to the null hypothesis that
the two variables are not associated in the population – that knowing the value of one
does not help you to predict the value of the other. 

It should be noted that the finding of an association between variables does not
necessarily imply causality. For example, a study which examined parents’ smoking
habits and children’s behaviour was reported in the national press as having found
an association between the number of cigarettes smoked by mothers and the inci-
dence of bad behaviour in children. From this association, it would not be at all clear
whether the bad behaviour drove the mothers to smoke more, or whether the sight of
mothers smoking drove the children into rebellion – or even, as we shall see later,
whether the association was not a direct one at all, but the result – for both mothers

Table 9.4 Degrees of freedom: a second example

Variable 1
l 2 Total

Variable 2 1 15 20
2

Total 30 40 70
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and children – of an association with some other variable, such as poverty or family
stress.

z and t tests
There are various techniques that can be used to test different types of hypothesis.
We have already looked at the chi-square test. In this section, we will look briefly at
two other commonly used tests, z and t tests, followed by a look at F tests in the next
section.

One of the simplest hypotheses which researchers wish to examine is the differ-
ence between two means. Consider, for instance, if researchers at a university wished
to compare the mean examination scores for students who had studied the recom-
mended prerequisites for a given course and for students who had not. The question
they would need to address would be whether the difference between the two means
could have arisen by chance, or was it a ‘real’ – that is, statistically significant –
difference. One standard way of testing whether the difference between two means
is significant or not is through the use of either the z test or Student’s t test.
Remember that we have already discussed how z-scores use standard deviations to
transform measures into standard deviation units. A similar approach is used with the
z test, which is so called because the difference between two means is converted into
standard deviation units.

This statistic has an approximately normal distribution which, you may recall,
means that we can identify the likelihood of the null hypothesis: that the two means
are equal. Unfortunately, if either of the two samples is smaller than 30, then the z
statistic no longer approximates a normal distribution. Instead, the t statistic is used
(this is often referred to as Student’s t). In practice, with large samples, there are no
differences between the z distribution and the t distribution. To use the t statistic,
however, you must take into account the degrees of freedom involved as its value is
affected by the sample size. Both z and t tests are for use with variables measured on
an interval or ratio scale. The test itself, whether z or t is used, allows the researcher
to calculate the probability of a difference of that size or larger occurring if the
means were equal in the population from which the sample was drawn. The statisti-
cally significant difference would be one which resulted in a test value with an
observed probability P of, say, < 0.05, in which case H0 would be rejected.

We have been discussing z and t tests for any differences between pairs of means,
whether they represented increases or decreases. These are termed two-tailed tests.
However, it should be noted that if we had good reason to suppose that the variation
had to be all in one direction – the aeroplane can either stand still or go forward, but
it cannot go backwards – then a one-tailed test might be used. This merely means
that the significance level α would need to be divided by 2 (making it even less likely
that differences between sample means occur by chance), so a test value yielding a
two-tailed P of 0.05 would give a one-tailed P of 0.025 (remember the shaded areas
in Table 9.3).

Let us look briefly at an example for interpreting t and z. The stages the
researchers would have to go through in order to test their hypothesis would include:

1 Setting up the null hypothesis.
2 Deciding on the most appropriate test to assess that hypothesis.
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3 Calculating the result of the test.
4 Setting the probability level α.
5 Comparing the probability of obtaining the test result against the α level.
6 Deciding whether to accept or reject the null hypothesis.

Suppose that researchers were investigating gender differences in examination
results. In a small study of marks achieved by students in a particular examination, they
reported that the analysis of the marks achieved by men and women in the study were:

for 16 women: mean marks = 17.5, standard deviation = 3
for 16 men: mean marks = 15.0, standard deviation = 4

1 The null hypothesis H0 is that the mean for women = mean for men.
2 Because n1 and n2 (sample sizes) are each less than 30, the researchers use

Student’s t test to test their hypothesis. We are also interested in differences in
either direction so we will be using a two-tailed t test.

3 The result for the t test on the data is t = 2. The degrees of freedom are:

n1 + n2 – 2 = 16 + 16 – 2 = 30 df

4 We decide that the probability level α should be set at 5 per cent, i.e. α = 0.05.
5 Reading a table of t values, we find that at the 30 df level the probability of t

being greater than 1.697 = 0.10, and the probability of t being greater than 2.042
= 0.05. Since we have calculated that t = 2, the probability of it occurring by
chance is less than 0.10 (10 per cent) but greater than 0.05 (5 per cent).

6 Since we had previously decided to set α at 5 per cent, and we know that the
probability of t = 2 is greater than 5 per cent, then the difference is not signifi-
cant and we do not reject the null hypothesis (though the researchers would
undoubtedly comment on the narrow margin of rejection and the fact that the
samples were so small). 

AAccttiivviittyy  99..33  ((55  mmiinnuutteess))

In the example above the researchers were investigating whether there were
any differences between exam results achieved by men and women. Suppose,
however, that they wanted to investigate whether women achieved higher
exam results than men.

1 What sort of test would be needed?
2 What would be the effect on how P is interpreted?

Analysis of Variance
While z and t tests are useful for examining single differences, there can be problems
when a whole set of differences is to be examined. A significance test looks at how
likely it is that a given result is due to sampling error rather than representing a real
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Table 9.5 Mean percentage correct response, by age, in a study of memory

Test Young Middle Elderly Chancea F b

Name recognition 71 66 66 50 6.12
Concept recognition 72 69 68 50 5.32
Fact verification (gen.) 67 65 65 50 n.s.
Fact verification (spec.) 71 65 64 50 7.19
Grouping 43 36 34 17 4.70
Cued recall names 37 29 27 0 n.s.
Cued recall concepts 42 32 24 0 11.73
Experimental design 76 77 74 50 n.s.

aThe ‘Chance’ column indicates the score achievable by picking answers at random.
bAll F values are significant at P < 0.001.
n.s., not significant.

Source: Cohen et al., 1992b, Table 2

difference, and by convention we reject the null hypothesis of ‘no difference’ if the
likelihood of this is as low as 0.05 – one chance in 20. This means, however, that if
we do 20 tests we are very likely indeed to be making at least one Type 1 error. We
therefore need a way of testing the significance of patterning in a whole set of dif-
ferences, all at the same time. One such procedure is known as one-way analysis of
variance.

The two pieces of information needed to describe a distribution – namely, a mea-
sure of the central tendency, such as the mean, and a measure of the spread, such as
the standard deviation or variance – play a key role when it comes to drawing con-
clusions about a population from the results obtained through hypothesis testing. We
can use information about the variance of each of the samples when examining the
means of several different populations for any significant differences. The total vari-
ance of the data in all the samples is split into two parts: that due to the variance
between the samples and that due to the variance within the samples. This is in effect
the principle underlying analysis of variance. The ratio of these two parts of the total
variance is known as F. If the calculated value of F is found to be significant, then it
is assumed that the differences between the means are also significant.

When testing the means of different groups, the variance s2 will comprise two parts:

1 The variation of the means between groups, the measure of which is the between-
groups sum of squared deviations.

2 The variability of the measures within each group, the measure of which is the
within-groups sum of squared deviations (also sometimes called the error sum of
squares).

The null hypothesis being tested is that the means of all the groups are equal, i.e. that
any differences between means are not significant. The test used for this is the F test –
the ratio of mean squared deviation between groups to mean squared deviation
within groups.

In Table 9.5, taken from the study of age and memory which has been the ‘run-
ning example’ in this chapter, the mean of the test scores achieved by respondents in
each of three age groups are given for each of the eight tests used. The question
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being investigated is whether the differences identified in the mean test scores
between the people in each age group are attributable to chance, or whether they rep-
resent real differences between the groups. In other words, is age a significant
factor in students’ test performance? If it is, then the mean scores for different age
groups will not be equal. The null hypothesis H0, in other words, is that the popula-
tions from which the samples have been drawn all have equal means – that any dif-
ferences there are between the sample mean scores for each age group are likely to
have arisen by chance. The test for this hypothesis is the F test.

If the null hypothesis of equal means is not rejected, then the expected ratio of the
two parts of the total variance will be F = l. In Table 9.5 three F values are identified
as ‘n.s.’, ‘not significant’. In other words, differences in sample means do not sug-
gest that there are differences between age groups in the larger population for those
particular tests. The calculated values for F for the other listed test means range from
4.70 to 11.73. The given P level is < 0.001; this means that the probability of obtain-
ing just by chance an F value at least as large as the ones calculated is less than
0.001, i.e. less than one in 1,000. In other words, the F values suggest strongly that
there are real differences between the means of the different age groups. The ques-
tion then arises for each of the tests as to which of the means of the three age groups
do differ significantly from each other.

It is after having found significant values of F that pairs of means should be tested.
At this point, while we know there are significant differences somewhere between the
group means, we do not know which of the groups are the ones which differ signifi-
cantly from each other. Cohen et al. (1992b) reported that they tested individual pairs of
scores using a procedure called Fisher’s LSD test, one of a number of techniques
devised for this purpose. Multiple comparison tests such as this have been devised in
such a way as to minimize the chance of either Type 1 or Type 2 errors. It is clearly good
practice to carry out a preliminary analysis of variance in this way so that the signifi-
cant F ratios can be identified through the analysis of all the groups, before comparing
individual pairs of means. By doing so, we do just a single test to find out whether there
is sufficient variance between groups to explain, before trying to locate where it lies.

The next step in analysis reported in Cohen et al. (1992b) is the two-way analysis
of variance. This is used for data which are grouped using two variables rather than
just the one (age) used for the one-way analysis of variance (ANOVA). The two vari-
ables used in the reading are age and retention interval.

Again, the total variance is being split into its component parts. However, this
time, because the effects of two independent variables are being investigated, the
possibility of each of them affecting the other, as well as there being a possible asso-
ciation between each of the independent variables and the dependent variable, must
be taken into account. In the particular example in Cohen et al. (1992b), we already
know that there is some interaction between these two variables as the correlation
between them has already been shown to be significant (we will be discussing cor-
relation in the next section). If we carried out the same procedure as for one-way
analysis of variance, and a significant difference were found, we would have no way
of knowing whether this was due to differences between the age groups, the retention
intervals, or to both of them. This is called a confounded effect. In order to take account
of the joint effects of the two independent variables acting together, an additional vari-
ance component is included in the formula. This means that F ratios then have to be
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calculated for the interaction as well as for separate contributions which each of the
two independent variables may make (known as main effects).

Suppose, for example, that we were interested in examining the effects of gender
and height on promotion. There would be three sets of hypotheses which could be
tested using a two-way design:

H01: gender is not a factor in promotion

H02: height is not a factor in promotion

H03: the interaction between height and gender is not a factor in promotion

There will be a number of possible degrees of freedom, depending on which hypothe-
sis is being tested. In addition, because we are dealing with the ratio of two parts of the
total variance when we use the F test, we will be handling two sets of degrees of free-
dom when we come to interpret the F statistic: the set arising from the factor whose
effect is being tested (V1) and the set arising from the unexplained variation (V2). If you
look at a table of F values, you will see how the values of F are determined by the
degrees of freedom V1 and V2. For example, suppose we have a computed F statistic of
F = 2.59. If we have set α = 0.05, and we know our degrees of freedom are V1 = 3 and
V2 = 28, then we can read from the table that F (3,28) for α = 0.05 is 2.95. This is some-
times written in research journals as F0.05,3,28 = 2.95. Comparing the two figures, we can
see that our computed F = 2.59 < 2.95, so we would not reject our H0.

AAccttiivviittyy  99..44  ((1155  mmiinnuutteess))

Read the following extract:

Main effects of RI were significant for name recognition (F (5,355) = 9.07, 
P < 0.001); concept recognition (F (5,355) = 18.57, P < 0.001); fact verification spe-
cific (F (5,355) = 2.41, P < 0.05); grouping (F (5,355) = 6.30, P < 0.001); cued recall
of names (F (5,355) = 3.95, P < 0.001); and for cued recall of concepts (F (5,355)
= 6.95, P < 0.001). (Cohen et al., 1992b: 158)

Explain what this extract is saying. Our answer is at the end of the chapter.

Analysis of variance can be used with even more independent variables. The tech-
niques are more complex and varied but the principles are the same. The strength of
ANOVA is that it relies on the additive properties of sample variances. However,
three criteria must be met to check the appropriateness of analysis of variance for
specific data sets:

l All observations should be independent of each other; that is, no individual
should appear twice in the data set.

2 The populations from which the samples are drawn should be normally distributed.
3 The groups should have the same within-groups variance (because the estimate of

the population within-groups variance will be biased if the variances differ widely).
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The great strength of this technique is that it can deal with all types of data: nominal,
ordinal, interval and ratio. However, the dependent variable must be interval level
while the independent variables are treated as nominal variables. Its great weakness
is that, in its simplest form, it requires all the groups to be the same size. This is not
a problem in experimental research, where equal-sized groups can generally be
arranged, but in survey analysis it is rarely the case that groups to be compared are
of equal size. There are forms of analysis of variance which can cope with this, but
for the most part their use is valid only under very restricted circumstances, so analy-
sis of variance as a technique is not much used in survey analysis. However, the prin-
ciples underlying analysis of variance also underlie several other important analysis
techniques, and understanding them is therefore as important for survey researchers
as for experimenters.

MMeeaassuurriinngg  AAssssoocciiaattiioonn

Correlation Coefficients
Finally, in this chapter, let us look at measures of association – ways of expressing
the strength of a relationship in a single figure. As you saw earlier, there are several
measures of association based on chi-square. All assume only that the variables are
nominal. You will sometimes see examples of researchers using χ2 with ordinal and
other types of data. This is perfectly valid statistically, but information about the data
is being lost where this occurs because chi-square only identifies the existence of an
association and not its type or strength. The additional information which ordinal,
interval and ratio variables hold can be used to give us a better idea of the strength
and type of association between them. Of particular importance here is the form of
association known as correlation. A correlation is simply the association between
two variables. If a high value on one variable is associated with a high value on
another (for example, height and age in children), they are said to be positively
correlated. If a high value on one variable is associated with a lower value on the
other, then they are said to be negatively correlated (for example age and energy!).

The index or statistic most commonly used to indicate the strength of the associ-
ation between these two variables is the correlation coefficient (r). Just as the mean
and variance give a useful summary description of one distribution, the correlation
coefficient gives a useful summary description of the association between any two
distributions. Pearson’s product moment correlation coefficient r can take values
from +1 to −l, by which means it indicates how close to linearity the association is.
‘Linear’ is just the statistical term for a straight line, so a linear correlation means
that the measures for the pair of variables being investigated together form a straight
line when plotted on a graph.

Various forms of correlation coefficient have been developed for different types of
variables. For interval or ratio data such as test scores, Pearson’s r is the most widely
used. For ranked ordinal or non-normal interval data, the most frequently used mea-
sure is Spearman’s rank order correlation coefficient rs.

So how is r interpreted? A value of 1 would indicate a perfect association. This
would be a highly unlikely result and would be the cause of concern and questioning
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if it occurred. Far more likely are correlations around the 0.1, 0.2 level which would
be taken to indicate no association. A correlation of r = 0.8 would indicate a strong
association. However if, for example, it was reported that two variables had an r of
0.3, then the interpretation would be less clear and would depend on whether or not
r was found to be statistically significant. Like all other statistics, if the aim of get-
ting the correlation coefficient in a sample is to test hypotheses about an unknown
population correlation coefficient ρ (rho, pronounced roe), then the correlation coef-
ficient r must be tested for statistical significance. The null hypothesis, H0, being
tested would be that in the population the correlation coefficient is zero; in other
words, that there was no correlation between the two variables. Checking the statis-
tical significance of r is simply a matter of looking up the value of r for the appro-
priate number of degrees of freedom (n – 2) in a table of critical values.
Alternatively, the significance of r may be calculated by using t.

Thus, for any value of the correlation coefficient calculated from a sample, the
likelihood that there is a positive linear correlation can be tested using the t test in
the usual way with df = n − 2.

Simple Linear Regression
We have already seen that, if it is possible to construct a straight line through data
points on a scattergram, we can use the information it gives us about the relationship
between the two variables in order to estimate or predict the behaviour of one vari-
able from the other. Using the computational power of a computer, it is possible to
fit a prediction line to the data very rigorously and precisely.

The convention is that the dependent variable is usually shown on the vertical (or Y)
axis, and the independent (or explanatory) variable is shown on the X axis. Consider
the data from the research on age and memory. We might expect that at a given time
those people who have only been away from the course for a relatively short time –
that is, those with only a short retention interval – would have more accurate recall
of aspects of the course than those who finished the course some years earlier. If we
plotted the test results, data on the Y axis, and the retention interval on the X axis, as
a scattergram, we might expect to see a positive correlation in the form of a linear
association. However, it is equally clear that any attempt to draw a straight line
through the data points on the scattergram would leave many of the points near
rather than actually on the line. It is therefore necessary to make sure that a line is
drawn which minimizes the distances of the data points from the line, by drawing
the line of best fit. Figure 9.4 illustrates three such lines: a perfect fit, a good fit and
a poor fit to the data set (because the data points are not randomly scattered about
the line so the average distance of the data points from the line will not be zero as
they would be with a good fit). Even though there is a fair degree of variability with
the good fit, the average distance of the data points from the line do add up to zero.
In other words, the line is positioned in such a way as to achieve the least variation
possible among the residuals. This line is called the linear regression line.

Having computed the regression line, we now need a measure of how good a fit it
is. That is how much residual variance is left after we subtract the variance explained
by the regression. This measure, in fact, is provided by r, the correlation coefficient.

Data analysis226

09-Sapsford -3330-09.qxd  11/16/2005  3:15 PM  Page 226



Statistical techniques 227

As we saw above, the correlation coefficient expresses the extent to which the data
points cluster about the regression line (see Figure 9.5).

The nearer the data points are to the line, the higher the correlation. So when
regression analysis is used, a correlation coefficient is cited as an estimate of how
much of the variance is explained by the analysis. Squaring the correlation coeffi-
cient gives us the proportion of the variance explained in the dependent variable; so,
for example, a correlation of r = 0.7 explains 0.49 of the variance (49 per cent).

MMuullttiivvaarriiaattee  SSttaattiissttiiccss

The chapter has concentrated mainly on ‘zero-order’ results so far: the direct rela-
tionship between one or more independent variables, one at a time, and a dependent
variable. When a result is accepted as statistically significant as the result of a zero-
order test, however, this does not mean that a causal relationship has been estab-
lished; there is still important work to do, making the argument secure. If I can show
a significant relationship between, say, height and intelligence, it does not mean that
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either necessarily has a causal effect on the other. Much more likely is that both are
a product of some third factor: in this case probably level of nutrition as a child and
in the womb, which in turn is likely to be a product of parental affluence. Thus,
establishing whether an apparently causal or predictive relationship is statistically
significant is only the first stage of the argument; we still have to establish that it is
this independent variable, and not some other which is also associated, that produces
the effect. Some of this work is done by the design of the study (see Chapter 1).
Some, however, can be done during statistical analysis.
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The normal research question in social research needs a multivariate approach;
few research problems are so neatly circumscribed that we can identify and test a
single cause or influence. Many research papers look at a number of possible influ-
ences on the dependent variable to be explained. Some just examine these influences
one at a time, to show whether each bears a significant relationship to the dependent
variable, but this does not tell the reader a great deal. We really need to know:

1 Which of the influences are strong and which are weak.
2 To what extent the different independent variables are independent influences

(or, conversely, how much their influence overlaps).
3 Whether there are interaction effects (whether the influence of two or more vari-

ables together is different from what would be predicted of any one solely by
itself).

Another reason why we might want to involve more than one potential independent
variable in our analysis is that experiments are relatively rare in social and educa-
tional research. In a true experiment, it is possible to select groups that are arguably
identical on everything except the ‘treatment’ variable – by matching or by random
allocation. In ‘real world’ research, we are more often comparing groups that differ
in a number of respects as well as the one which is of interest to us. Lacking the
design controls of experimental studies, we therefore need multivariate analysis
techniques for the statistical control of these ‘unwanted’ differences (see Chapter 1).
In other words, we need to show:

1 Whether the effects of extraneous variables are larger than those of the influ-
ence(s) we are studying.

2 Whether they are confounded with them (that is, inseparately correlated with
them).

3 Whether they interact with them.

There are broadly two ‘families’ of multivariate techniques: the analysis of variance
family and the regression family. Each ‘family’ is illustrated below by discussing one
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or two members in some detail and then covering more briefly other variants which
you might well encounter in research papers. The two ‘families’ aim to perform very
similar tasks – and indeed they are closely related mathematically, for the most part –
but they have different strengths and weaknesses. Both aim to establish which of the
variables have the strongest effects, and generally to estimate the proportion of the
variance in the dependent variable which is ‘explained’ by each independent vari-
able. Regression techniques concentrate on linear relationships and are weaker at
exploring interaction effects. Analysis of variance techniques are strong on explor-
ing interaction effects but do not provide such precise predictions of linear causal
factors. In this section of the chapter we look briefly at a range of the most common
multivariate techniques.

Analysis of Variance and Related Techniques
Tabular Techniques

At the risk of seeming deliberately paradoxical, we might count the use of tabular
analysis and χ2 as a member of the analysis of variance family: the simplest mem-
ber, but showing a family resemblance to its more grown-up siblings. Thinking back,
you may recall how, like analysis of variance, χ2 is a ‘model-fitting’ technique; it
tests the null hypothesis that the observed pattern in a table could plausibly be writ-
ten off as a chance sample from a population in which the pattern would not be
observed. In other words, χ2 tests the hypothesis of random distribution between
columns and rows of tables in the same way that analysis of variance tests the null
hypothesis of random distribution between groups.

Chi-square enables you to say that an observed association is significant – that the
observed association has a low probability of occurring by chance alone. Thus the
first stage in a multivariate tabular analysis would be to tabulate each independent
variable separately against the dependent variable and compute χ2 for each table.
This would enable you, perhaps, to discard some variables as not showing a signifi-
cant relationship with the dependent variable. If all your tables have the same
degrees of freedom you can also compute ø for 2 × 2 tables, or some other coeffi-
cient of association for tables of a different size, and compare these. This will tell
you which of the independent variables has the strongest effect (the largest χ2).

You can take tabular analysis further, and use it to explore for interaction effects
and confounded extraneous variables, by partitioning your tables by a third variable.
The following extended example is based on an analysis of the ‘pay-off’ of educa-
tional qualifications in terms of wages earned (see also Chapter 8). The data came
from the 1980–4 responses to the Open University’s People in Society survey. (Note
that the χ2 values reproduced here were calculated from the original raw numbers,
of course, not the percentages shown in the tables.)

Table 9.6, in its first block, looks at the relationship of educational qualifications
to current income. There is a significant and reasonably strong relationship (ø = 0.32,
and ø tends to underestimate association). Looking at the ‘total’ block of the table,
about two-thirds of people with few or no qualifications have ‘low’ incomes (defined
as ‘below the median’ for the total sample), and about two-thirds of people with
higher qualifications have ‘high’ incomes. In the other two blocks of the table
we look separately at males and females – we ‘control for gender’ – and see that the
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relationship holds good for both. Women more often have lower incomes than men –
substantially more women than men appear in the first column of their respective
blocks – but within that constraint the relationship holds. So far, therefore, we have
a two-factor explanation of wage levels: women earn less than men, but for both edu-
cation brings rewards. (If the χ2 in the male and female blocks of the table had both
been non-significant, we should have concluded that gender, not educational level,
was the determining factor. If they had come out as of very different sizes, we should
have concluded that there was an interaction effect at work, the size of the relation-
ship being affected by the value on the ‘gender’ variable.)

Table 9.7 splits each half of the sample by whether or not they are in full-time
work. For men, as we can see, this makes a crucial difference; there are relatively
few men not in full-time work, and among them there is no statistically significant
association of education with wages. For women, there are also fairly marked dif-
ferences, but even in the ‘not’ category the sample is large enough that a relatively
low association comes out as statistically significant. Even among women with part-
time jobs, therefore, education has some tendency to be associated with higher
income. There is clearly an interaction between educational level and being in full-
or part-time work, however, and the latter is a confounded variable which is distort-
ing the analysis.

Statistical techniques 231

Table 9.6 Wages and educational qualifications, in total and by gender

Total Male Female

Low High Low High Low High
Education wages wages wages wages wages wages

‘O’ level or less (%) 17.7 62.9 37.1 44.2 55.8 82.3
More than ‘O’ level 53.2 31.2 68.8 15.9 84.1 46.8

n = 4,632 n = 2,307 n = 2,325
χ2 = 472.02 χ2 = 220.81 χ2 = 324.70

df = 2, P < 0.0001 df = 2, P < 0.0001 df = 2, P < 0.0001
ø = 0.32 ø = 0.31 ø = 0.37

Table 9.7 Wages and educational level by gender and job status

Male: full- Male: not Female: full- Female: not
time (%) full-time (%) time (%) full-time (%)

Low High Low High Low High Low High
Education wages wages wages wages wages wages wages wages

‘O’ level
or less 35.3 64.7 86.4 13.6 66.2 33.8 94.0 6.0

More than
‘O’ level 11.4 88.6 76.5 23.5 27.4 72.6 85.3 14.7

n = 2,028 n = 279 n = 1,223 n = 1,102
χ2 = 164.21 χ2 = 3.34 χ2 = 182.37 χ2 = 21.60

df = 1, F < 0.0001 df = 1, n.s. df = 1, P < 0.0001 df = 1, P < 0.0001
φ = 0.28 φ = 0.11 φ = 0.39 φ = 0.14
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Table 9.8 Wages and educational level by gender: full-time workers

Total Male Female

Low High Low High Low High
Education wages wages wages wages wages wages

‘O’ level or less (%) 46.9 53.1 35.3 64.7 66.2 33.8
More than ‘O’ level (%) 17.5 82.5 11.4 88.6 27.4 72.6

n =3,251 n = 2,028 n = 1,223
χ2 = 461.55 χ2 = 164.21 χ2 = 182.37

df = 1, P < 0.0001 df = 1, P < 0.0001 df = 1, P < 0.0001
φ = 0.38 φ = 0.28 φ = 0.39

Data analysis232

Table 9.8 shows the effects of removing the part-timers from the analysis. As in
Table 9.6, we find a significant and reasonably strong relationship for both sexes,
though again women tend overall to earn less than men; the lower apparent level of
women’s wages was not just due to the larger proportion of them working part-time
or not at all. We may also note an interaction effect, however: the association is sub-
stantially higher for women than for men. This is in line with other research on women’s
work, suggesting that the level of women’s jobs is better predicted by initial qualifi-
cations than men’s because men receive more ‘promotion on the job’.

From this example, then, you can see how tabular analysis, conceptually the sim-
plest of the multivariate analyses, can deliver quite a lot of what we need. It can tell
us which variables relate significantly to the criterion (the dependent variable),
which relationships are stronger than others and even whether there are interaction
effects. The estimate of strength of relationship is only a rough one, however, and
tabular analysis cannot estimate at all the proportion of variance explained by inter-
action effects. For this we need more sensitive and precise techniques.

More on Analysis of Variance

The best known of such techniques is analysis of variance itself. As we saw earlier, one-
way analysis of variance can be extended into two-way analysis of variance, and it can
be extended again to include multiple independent variables. With one-way ANOVA,
the hypothesis tested is that, for one particular variable, the means of all the groups are
equal; that is, that the populations from which the groups are drawn have equal means.
For example, different age groups scored equally well on a factual recall test. With two-
way ANOVA, we saw how two factors are explored, by looking at an example of the
effects of both height and gender on promotion. As we saw, the major difference
between one-way and two-way analyses was that we now had to consider not just the
effects of each individual factor, but also the possible interaction effects. Look at the
following extract from Cohen et al. (1992b), on their research into age and memory:

Two-way analyses of variance were also performed for each test with age and RI as
between-subjects factors. Age was grouped into young, middle-aged and elderly, and RI
was grouped into two-year intervals. Main effects of RI were significant for name recogni-
tion (F (5,355) = 9.07, P < 0.001); concept recognition (F (5,355) = 18.57, P < 0.001); fact
verification specific (F (5,355) = 2.41, P < 0.05); grouping (F (5,355) = 6.30, P < 0.001);
cued recall of names (F (5,355) = 3.95, P < 0.001); and for cued recall of concepts
(F(5,355) = 6.95, P < 0.001). The effects of RI were not significant in the test of fact
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verification general nor in the test of experimental design. The main effect of age was
significant only in two of the tests, fact verification specific (F (2,355) = 3.05, P < 0.05)
and, marginally, in cued recall of concepts (F (2,355) = 2.41, P < 0.09). The interaction of
age % RI did not approach significance in any of the tests. It is clear that the age differences
which emerged from the one-way analyses of variance are much less evident when RI is
included as a factor and this is due to the fact that, as shown in Table 1a, age and RI are
highly correlated. (Cohen et al., 1992b: 157–8)

Here you will see that a series of eight two-way analyses of variance were carried
out – one for each of the individual tests. In each computation, the test score was the
dependent variable, with age and the retention interval as the two independent vari-
ables. Remember, that with two independent variables being investigated, there are
three null hypotheses.

H01: retention interval is not a factor in the test score achieved

H02: age is not a factor in the test score achieved

H03: the interaction between age and retention interval is not a factor in the test score
achieved

The extract above summarizes the results of the two-way analyses of variance that
tested this set of hypotheses for each of the eight tests the sample were asked to com-
plete. The main effects of the retention interval (H01) were reported first. (The layout
has been changed slightly for ease of comprehension.)

Main effects of RI were significant for

name recognition (F (5,355) = 9.07, P < 0.001);

concept recognition (F (5,355) = 18.57, P < 0.001);

fact verification specific (F (5,355) = 2.41, P < 0.05);

grouping (F (5,355) = 6.30, P < 0.001);

cued recall of names (F (5,355) = 3.95, P < 0.001); and for cued recall of concepts
(F (5,355) = 6.95, P < 0.001).

The effects of RI were not significant in the test of fact verification general nor in the test
of experimental design. (Cohen et al., 1992b: 157–8)

The paragraph then goes on to report the main effects of age (H02) and then the
interaction effects (H03). The concluding comment illustrates the importance of the
two-way design, and one of its advantages over the simple one-way design. The one-
way ANOVA, which was used first to study the effect of age on test scores, had sug-
gested that age could be a factor in achievement on some types of test. However, as
the researchers pointed out, age was highly correlated with the retention interval. In
other words, the older students were also those with the longest gap since they had
studied. The two-way ANOVA showed both that there was no interaction effect and
that age appeared to be a less important factor than retention interval.

The analysis of variance approach can be used in much more complex ways in sit-
uations where researchers want to examine the effects of more than two independent
variables at a time, or where they want to examine the effects on several dependent
variables at the same time. In this latter situation, they would be using a modified
form of analysis of variance, termed multivariate analysis of variance, or MANOVA
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for short. These forms of analysis are relatively uncommon, in that the underlying
statistical assumptions about the data which the techniques make grow more
demanding – and the interpretation of the results also becomes more difficult.

Regression Techniques
The techniques discussed above enable us to explore the effects of more than one
independent variable on a dependent variable, or (which is the same thing) to con-
trol statistically for the effects of extraneous variables. They have the advantage that
they allow us to explore interaction effects as well as main effects in a fairly straight-
forward manner. Their weakness, however, is that they are cumbersome to use and/or
difficult to interpret when the number of independent variables grows beyond about
three or four. A second family of techniques, based around notions of correlation and
regression, has been devised to overcome this problem.

You may recall that simple linear regression is a way of examining the extent to
which one variable can be predicted from another. Multiple regression is a simple
extension of the idea of linear regression to allow us to predict one variable from a
combination of several others. The aim of researchers in using it is usually to try to
develop a model (in the form of an equation) which can use information about a set
of independent variables to predict the dependent variable as accurately as possible
(Figure 9.8). The more of the variation in the dependent variable which the regres-
sion equation can explain, the more accurate will be the predictions. Unfortunately,
in practice, there is usually a substantial amount of variance which is unaccounted
for by regression models. This is termed the residual or the error variance.

The ‘zero-order’ effect of each variable – its effect by itself, ignoring the effects
of other variables – is given by the correlation coefficient r. Remember that squar-
ing r yields the proportion of variance explained for a pair of variables. If the inde-
pendent variables being examined as predictor variables were entirely independent
of each other, we could just add the proportions together to obtain total proportion
of variance explained. However, if the variables are correlated not just with the
dependent variable but with each other as well, this means that we would be count-
ing some of the variance explained twice or even more if we just add the propor-
tions together (see shaded areas in Figure 9.9). In other words, the total explained
variance is less than the sum of the proportions. This point is shown visually in
Figure 9.9, where the circles are the proportion of variance explained by each vari-
able by itself.

What multiple regression does is to assess the total proportion of variance
explained by all the variables together, taking their correlation into account. The
regression equation for predicting the amount of knowledge a student had retained,
using a single independent variable such as age, would be, for example:

amount retained = a + b (age) + error.

For all four variables, the multiple regression equation would be:

amount retained = a + b1 (age) + b2 (grade) + b3 (RI)
+ b4 (interest) + error

Data analysis234
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The results are not presented as an equation, however, but as a series of summary
statistics.

l The overall prediction yields R, a multiple correlation coefficient. R2, the coeffi-
cient of determination, is the proportion of variance explained overall. (R is used
instead of r because we are dealing with multiple correlation rather than simple
correlation between pairs of variables.)
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2 The significance of R2 will be tested, using an F-statistic, to see whether the
overall level of prediction allows the rejection of the null hypothesis of no overall
association.

3 Some computer programs will also test, again using the F-statistic, whether R is
a significantly better predictor than the largest of the zero-order r values –
in other words, whether anything is gained by adding in the extra independent
variables.

4 For each variable, a beta coefficient should be supplied (β1, β1, etc.). These are
derived from the regression coefficients (b1, b2, etc.) by standardizing them (con-
verting to z-scores), and they are also referred to as standardized partial regres-
sion coefficients. They estimate the independent contribution of each variable to
the prediction, controlling for overlap with all the other variables in the equation.
The larger this is, the larger the effect of that particular independent variable on the
dependent variable.

5 Finally, this estimate is tested for significance (generally using Student’s t test).
If the t is not significant, the prediction would be just as good if that variable
were left out of the equation.

Therefore, a straightforward multiple regression analysis yields an overall estimate
of variance explained (R2), a test of its significance (the F test), a test of whether
each variable is contributing significantly (the t test), and possibly an estimate of
each variable’s independent effect (the β coefficients).

Dummy variables

We have said all along that regression and correlation techniques are designed for
numbers at the ratio level of measurement, may be used for interval or perhaps even
ordinal data, but can never be used with nominal data. In general this is true. You
could not, for example, use a variable of ‘voting preference’ (coded 1 = Labour, 2 =
Conservative, 3 = other) in a regression equation, because the numbers do not mean
anything – they are just labels. There is one exception to the rule, however: dichoto-
mous data can be used in regression equations. A dichotomy is a variable with two
values (for example, gender: 1 = male, 2 = female). Although this is interpreted as a
nominal variable – ‘female’ could not be said to be twice ‘male’ – it behaves like a
ratio variable. The mean is interpretable – if a group has a mean gender score of
1.67, it is two-thirds female and one-third male – and so are the standard deviation
and variance.

That being so, you can enter any variable as an independent variable in a regres-
sion equation and represent it as a dichotomy (or more than one). We might do
this by re-coding. In the example above, for instance, ‘voting preference’ might be
represented as Labour (1) v. Conservative (2), leaving out the ‘others’ altogether. Or,
depending on the hypothesis to be tested, you might re-code it as major parties
(codes 1 and 2) v. others (code 3). However, if you wish to preserve all the informa-
tion, what you can do is to enter it as a series of dummy variables (dichotomies),
thus:

Dummy 1: Labour (code 1) v. others (codes 2, 3)
Dummy 2: Conservative (code 2) v. others (codes 1, 3).
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This preserves all the information:

if old code was 1, Dummy 1 is coded 1 and Dummy 2 is coded 0
if old code was 2, Dummy 1 is coded 0 and Dummy 2 is coded 1
if old code was 3, Dummy 1 is coded 0 and Dummy 2 is coded 0.

It is not good practice to use a dichotomy as a dependent variable, however. Regression
tries to build a continuous prediction line, minimizing residual deviation from it and
finishing up with a random distribution of deviations along the line. With a dichotomy
as a dependent variable this process can never be very successful because the depen-
dent variable can take only one of two values, not the continuous distribution which
the prediction equation assumes. You will find analyses in the research literature which
use a dichotomy as an independent variable (particularly in the literature on social
class) but it is not good practice – a different kind of analysis is needed.

Further Multivariate Approaches
A range of other multivariate techniques may be used where they fit the nature of the
data better or are more interpretable than the ‘battery’ outlined above.

Log-linear Analysis

In situations where the research problem involves categorical data – either where the
researcher wishes to identify relationships between variables, and what their effect
is on each other, or where a predictive model is wanted – then the analysis is likely
to involve a technique known as log-linear analysis.

Researchers construct a multivariate contingency table, then investigate the rela-
tionship between the variables, treating all the variables used in the table as indepen-
dent variables, with the dependent variables being the number of cases located in each
cell of the contingency table. The linear model which is developed as a result of this
analysis enables cell frequencies to be predicted. The better the model, the closer the
predicted or expected frequency is to the observed frequency. The distinctive feature
of this particular technique, and the one which gives the technique its name, is that
the natural logs of the cell frequencies are used in the construction of the linear model.

With log-linear analysis, all the variables are treated as independent variables,
with the cell frequencies being the dependent variables (that is, the variable which is
predicted by the other variables). However, other techniques, such as logistic regres-
sion, enable log-linear analysis to be used to examine the relationship between inde-
pendent variables and a dependent dichotomous variable. 

Discriminant Function Analysis

Discriminant function analysis can be used both to predict the group to which a person
or ‘case’ might belong, on the basis of a set of characteristics which that person or case
holds, and to identify which variables are most powerful in distinguishing between the
members of different groups. Take, for example, juvenile crime. Researchers may have
drawn together a range of socioeconomic information about a sample of youngsters –
some of whom may be persistent offenders, others who may be first offenders, and a
third group with no known convictions. Discriminant analysis could be used by the
researchers to identify which of the socioeconomic data they held was most useful in
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discriminating between members of the three different groups. They could also devise
a model in the form of an equation, using the data they held to enable them to predict
the group membership for other youngsters. This form of analysis clearly has many
applications. It has been used in credit risk work, psychological testing, investigating
effects of medical treatment, researching sentencing practices and studying voting
intentions.

The direction of causation can run either way in this analysis. If group member-
ship is seen as being dependent on the variables, then the analysis is very closely
related to multiple regression, except that the dependent variable (the groups) is a
nominal variable. If the values of the discriminating variables are seen as being
dependent on the group to which the case or individual belongs, then the analysis can
be seen as closely associated with analysis of variance. 

The output which will be reported includes:

• A statistic assessing the significance of the prediction – whether using the inde-
pendent variables to predict in which category each case should fall improves the
prediction at all over chance. The most commonly used statistic is Wilks’ λ
(lambda), which counts in the opposite direction from most of the statistics we
have considered in this chapter: a value of 1 means no difference from chance,
and a value of 0 means perfect prediction.

• An indication of which variables contributed to the prediction and by how much.
• A ‘hits and misses’ table, tabulating actual category against predicted category

and giving the percentage correctly classified by the prediction equation.

There are statistical assumptions that must be met, such as that the discriminating
variables must be interval level and that groups are drawn from populations with nor-
mal distributions on the discriminating variables.

Logistic regression

One relatively new technique which makes fewer statistical demands on the data is
logistic regression, for dependent variables which take only two values. The equa-
tion which can be constructed from the output gives a statistic which is the estimated
probability of an event. Normally, if the probability is less than 0.05, then the event
is predicted not to occur.

KKeeyy  TTeerrmmss

AAnnaallyyssiiss  ooff  vvaarriiaannccee a statistical technique for comparing the means
of more than two groups. In its multivariate form it assesses the influence
on a continuous variable of two or more nominal independent variables,
separately, and of their interaction.

CChhii--ssqquuaarree  (χ2) a test of association between nominal variables.
CCoonnffoouunnddeedd  vvaarriiaabblleess independent variables which are highly corre-

lated and whose effects cannot be distinguished. More loosely, extrane-
ous variables whose unwanted effects cannot be controlled statistically.

Data analysis238
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(Key Terms continued)

CCoonnttiinnuuoouuss  vvaarriiaabblleess variables which can take any value, not just
integers or categories. The latter are called discrete variables.

CCoorrrreellaattiioonn  ccooeeffffiicciieenntt an index of the extent to which the values of
one variable can be predicted from the values of another. The main forms
are the Pearson Product Moment Coefficient (r), used for interval or ratio
data, and the Spearman Rank-Order Coefficient (ρ), used for ordinal data.

DDeeggrreeeess  ooff  ffrreeeeddoomm the extent to which values in e.g. a table can not
be calculated from the marginal totals alone.

DDeeppeennddeenntt  vvaarriiaabbllee one whose variation is to be explained by varia-
tion in one or more independent variables.

DDiissccrreettee  vvaarriiaabblleess see Continuous variables.
DDiissccrriimmiinnaanntt  ffuunnccttiioonn  aannaallyyssiiss a form of multivariate analysis in

which independent variables are continuous but the dependent variable is
nominal. The analysis predicts probability of inclusion in one of the cate-
gories rather than others

DDuummmmyy  vvaarriiaabblleess the representation of a nominal variable as a series
of dichotomies – ‘yes’ or ‘no’ on each value of the original variable – in
order that the nominal variable may be used in analyses which normally
demand continuous variables.

FF--tteesstt a test of significance used in regression and analysis of variance –
the ratio of correct prediction to error, or the ratio of mean variation between
groups to mean variation within groups.

HHyyppootthheessiiss the term is often used loosely, but its strict meaning is a
proposition derived from a model or body of theory. Hypotheses are
tested as crucial tests of the validity of the theory

IInnddeeppeennddeenntt  vvaarriiaabbllee a variable posited as having an influence or
causal effect on a dependent variable.

IInntteerraaccttiioonn see Main effect.
IInntteerrqquuaarrttiillee  rraannggee a measure of spread – the distance between the

value a quarter of the way up the distribution and a value three quarters
of the way up. (This is better than the range for many purposes because
it is not affected by outliers).

IInntteerrvvaall  vvaarriiaabblleess numbers whose integers represent equal intervals, so
that they can be added together, but where there is no true zero and so multi-
plication is not possible. An example would be temperature on the Fahrenheit
or Centigrade scales, where doubling the temperature does not represent
twice the absolute amount of heat, because the zero is an arbitrary point.

LLooggiissttiicc  rreeggrreessssiioonn a form of regression in which the independent vari-
ables are continuous variables but the dependent variable is a dichotomy.

LLoogg--lliinneeaarr  aannaallyyssiiss a multivariate method of modelling associations
in nominal data.

MMaaiinn  eeffffeecctt in analysis of variance or regression, the independent
effect of a supposed causal factor (as opposed to interactions, which are
the joint or overlapping effects of variables).

(Continued)
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(Key Terms continued)

MMeeddiiaann a measure of central tendency – the value of the middle of the
distribution.

MMooddee a crude measure of central tendency – the largest category.
NNoommiinnaall  vvaarriiaabblleess numbers used as labels, without arithmetical prop-

erties. An example would be ‘town of birth’ with the towns assigned
numeric labels.

NNoonn--ssaammpplliinngg  eerrrroorr see Sampling error.
NNuullll  hhyyppootthheessiiss the model which asserts that the difference or associ-

ation observed in a sample could be due to sampling error and therefore
not necessarily represent a real difference or association in the popula-
tion. This is what we seek to falsify by inferential statistical testing.

OOrrddiinnaall  vvaarriiaabblleess variables where data are ranked but the ranks do not
necessarily correspond to equal intervals. An example would be position
in class on an arithmetic test (as opposed to the actual score on the test).

OOuuttlliieerrss extreme values, not typical of the rest of the distribution,
which sometimes need to be removed in order to reveal the shape of the
main part of the distribution.

PPeerrcceennttaaggeess a form of standardization which allows unequal samples
to be compared easily – the number per hundred cases.

RRaannggee the spread of the distribution, from the lowest value to the
highest.

RRaattiioo  vvaarriiaabblleess variables where intervals are equal and there is a true
zero, so that a number twice as large does represent a quantity twice as
large. Examples would be age, distance from a fixed point in miles, num-
ber of questions right on a test.

RReeggrreessssiioonn a statistical technique for predicting a continuous depen-
dent variable from one or more continuous (and/or dummy) independent
variables.

SSaammpplliinngg  eerrrroorr the probability of drawing an unrepresentative sam-
ple by random methods. All other sources of error (including, paradoxi-
cally, bias in sampling) are considered non-sampling errors.

SSccaatttteerrggrraamm a graph representing individual data items as points on
two axes, demonstrating the shape of any relationship between the axes.

SSiiggnniiffiiccaannccee a difference or association is said to be statistically sig-
nificant when the likelihood of it being due to sampling error (occurring
by chance alone in a sample drawn from a population where the differ-
ence or association does not hold) is less than an agreed level. By con-
vention we generally take the 5%, 1% and 0.1% levels as cut-off points
here.

SSkkeeww the extent to which a distribution departs from normality – the
extent to which it is not symmetrical.

SSttaannddaarrdd  ddeevviiaattiioonn a measure of spread in a distribution – the loca-
tion, relative to the mean, in terms of standardized units devised so that
about two thirds of the data points in a normal distribution lie within plus
or minus one standard deviation and about 95 per cent lie within plus or
minus two.

SSttaattiissttiiccaall  ssiiggnniiffiiccaannccee see Significance.

Data analysis240

09-Sapsford -3330-09.qxd  11/16/2005  3:15 PM  Page 240



(Key Terms continued)

tt--tteesstt see z-test.
VVaarriiaannccee the total variability in a distribution. Technically, the mean of

squared deviations from the mean.
zz--ssccoorreess a form of standardization – the values of variables are

expressed as deviations from the mean in standard deviation units.
zz--tteesstt a test of the difference between the means of two groups, based

on the normal distribution. The t-test, which has the same function, is now
preferred to this because it is less affected by small samples.
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This series of methodological works provides introductory explanations and demonstrations of data

analysis techniques applicable to the social sciences.

AAnnsswweerr  ttoo  AAccttiivviittyy  99..44

The form of the statistics indicates that the extract summarizes the results of an
analysis of variance. Retention interval (RI) is being examined as a possible causal
influence on a series of variables: concept recognition, fact verification, and so on.
Remember that F is the ratio of the estimated variance based on the variation in
means between the different groups and the estimated variance based on the varia-
tion of the measure within groups. The P value of each F gives the likelihood of a
particular measure of F for the two given degrees of freedom occurring by chance.
So the first part of the extract, ‘Main effects of RI were significant for name recog-
nition (F (5,355) = 9.07, P < 0.001)’ is saying that the likelihood of getting a figure
of 9.07 for F with 5 and 355 degrees of freedom is less than one in a thousand.
Similarly, the next part of the extract is saying that the likelihood of an F value of
this size for concept recognition is also less than one in a thousand. All the variables
listed in the extract have F values which are seen as unlikely to have arisen by
chance for the particular number of degrees of freedom given.

Statistical techniques 241

09-Sapsford -3330-09.qxd  11/16/2005  3:15 PM  Page 241



RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  99

The analysis of quantitative data typically takes place towards the end of a
research project. Nevertheless, it is important to anticipate from the outset
the type you are likely to carry out. In doing so, it is important to consider the
following:

1 What is the sample size, what are the units of analysis and how many
variables are involved?

2 At what level is each variable measured – nominal, ordinal, interval or ratio?
How will this influence the kind of statistics you might use?

3 What are the basic research questions and how will these influence the type
of analysis to be carried out? For example,

(a) is the intended analysis likely to be purely descriptive and, if so, what
descriptive statistics will be used (and will these be appropriate to the
level at which variables are measured); and/or

(b) is the intended analysis likely to require inferential statistics to make
inferences to a population from a sample or to test hypotheses about
relationships between variables (and, if so, what kind of analysis is
likely to be most appropriate to the aims of the study and the type of
data collected)?

4 Will a multivariate approach be necessary? (Remember that ‘multivariate
analysis’ can be as little as splitting a two-variable table by a third variable –
for example, controlling for the effect of gender.)

(a) Is the research problem such that there is more than one independent
variable and, if so, is it necessary to know which of the independent
variables have strong influences on a dependent variable and which
have weak influences?

(b) Is it necessary to know whether there is interaction between indepen-
dent variables in relation to the effects on the dependent variables; in
other words, to know the extent to which the explanatory variables act
independently of each other in producing the effect?

(c) Is it necessary to examine the effects of variables extraneous to the set
included in the research hypotheses – statistical control?

5 Taking account of the above questions, what form(s) of statistical analysis
should be employed?

6 Are the data and the way in which they are to be recorded adequate for this
form of analysis?

Data analysis242
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10

Analysis of Unstructured Data

David Boulton and Martyn Hammersley

In this chapter we shall look at some of the problems involved and
techniques used in analyzing unstructured data. This kind of data is central
to qualitative research. Indeed, ‘qualitative data’ and ‘unstructured data’
are often treated as synonyms, although unstructured data are also used
outside qualitative research (Chapter 7 outlines some of the ways in which
survey researchers handle such data). We shall concentrate here on the
strategies used by qualitative researchers, but this does not imply any
sharp distinction between quantitative and qualitative forms of analysis.

What we mean by ‘unstructured data’ is data that are not already coded in terms of
the researcher’s analytical categories. Such data consist mainly, but not exclusively,
of written texts of various sorts: published and unpublished documents (including
official government reports, personal diaries, letters, minutes of meetings, and so
on), as well as field note descriptions written by researchers and transcripts of audio
or video recordings. These kinds of data contrast with structured data, which include,
for example, tallies recording respondents’ choices from pre-specified answers or the
observed frequencies of various predefined sorts of activity. The structuring of data
can take two forms:

1 It may result from the physical control of responses, as in experiments or struc-
tured questionnaires, where people are effectively forced to choose one or other
response by the researcher.

2 It may be produced by the application of a set of categories to ‘unconstrained’
behaviour, as in the case of systematic observation or the coding of free responses
to questionnaire items in terms of a pre-established coding scheme.

What is distinctive about unstructured data is that they involve neither of these forms
of structuring.

It is important not to be misled by the term ‘unstructured’, however. It does not
mean that the data lack all structure. All data are structured in some ways. For
instance, documents will be structured by the concerns and intentions of the writer.
When we analyze documents we usually want to know how they were shaped by
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the writer’s intended audience, since this may well affect what inferences we can
reasonably draw from what is written. For example, when the data are observational
field notes, we must consider the possibility of reactivity, of how the researcher may
have affected what was observed, as well as how he or she decided to select and
describe what is portrayed. With interview data, it is necessary to remember that the
questions asked are likely to have influenced the answers given.

There has been much argument about the relative value of unstructured and struc-
tured data, and some have viewed them as underpinned by different epistemological
paradigms. While we recognize that qualitative research is often associated with
methodological and epistemological arguments that are different from those espoused
by most quantitative methodologists, and while we accept the value of some of those
assumptions, we do not think it is helpful to see qualitative and quantitative research
as based on clearly distinct and incompatible paradigms. Thus, we do not regard the
use of structured and unstructured data as representing a commitment on the part of
researchers to different research paradigms. We view both sorts of data as having
varying advantages and disadvantages for particular research purposes. Which should
be used depends in large part on the goals of the research, and the circumstances in
which these are to be pursued; and often the two sorts of data may need to be com-
bined. It should be noted, though, that this is by no means the only or even the pre-
dominant view about this issue among social scientists. There is much disagreement,
even among qualitative researchers, about what the relationship is or should be
between qualitative and quantitative research (see, for example, Smith and Heshusius,
1986; Bryman, 1988; Walker and Evers, 1988; Hammersley, 1992, ch. 9).

CCoommpplleemmeennttaarryy  PPeerrssppeeccttiivveess  ooff  RReeaaddeerr  aanndd  RReesseeaarrcchheerr

In assessing the validity of claims and evidence found in research reports based on
unstructured data, two considerations are important:

1 Plausibility: the extent to which a claim seems likely to be true given its rela-
tionship to what we and others currently take to be knowledge that is beyond
reasonable doubt.

2 Credibility: whether the claim is of a kind that, given what we know about how
the research was carried out, we can judge it to be very likely to be true.

Where a claim is neither sufficiently plausible nor credible to be accepted, we must
look at the evidence offered in support of it (if there is any). And when we do so we
must be concerned with the plausibility and credibility of the evidence itself and the
strength of its relationship to the claim it is intended to support.

In assessing the plausibility and credibility of the claims and evidence presented
in a research report, we are in effect engaging in a dialogue with the writer of that
report. Of course, it is a dialogue in which one side (that of the researcher) is only
imagined by the reader, although on some occasions it may turn into a real dialogue:
for example, in the case of a book review to which the author replies.

It is important to recognize that a similar dialogue, again with one side largely
imaginary, takes place in doing research. In framing research questions, selecting
cases, gathering and interpreting data, the researcher constantly has an audience,
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indeed perhaps several audiences, in mind. So, in the course of their work, researchers
continually ask themselves whether their interpretations of data are sufficiently
plausible and credible, and what other data may be necessary to check and support
these interpretations. Their answers to these questions will be shaped by their antic-
ipations of how particular sorts of audience will react to their interpretations. Of
course, there is an important difference between the dialogues in which readers and
researchers engage. Whereas the reader starts with the main claims presented by an
author and, as and when necessary, moves to what evidence is given in support of
them, the researcher begins with data (and, of course, with a lot more than is ever
likely to appear in the research report) and must move, somehow, from those data to
some major claims. However, despite coming from different ends, as it were, the
analytical work of reader and researcher is similar in character. To some degree, in
order to understand a piece of research, one has to reconstruct the activity of the
researcher, to imagine what he or she was trying to do and how that task was tack-
led; though, of course, how far this is possible will depend on the information avail-
able about the research process.

In this chapter we shall look in some detail at the process of analyzing unstruc-
tured data. This should enable you to get a clearer sense of what is involved in qual-
itative data analysis and also, perhaps, make more effective the dialogue you engage
in when you read texts employing this sort of analysis.

TTyyppeess  ooff  QQuuaalliittaattiivvee  DDaattaa

Some research is largely descriptive in character: for example, involving the production
of a narrative account of some series of events. It is rare for a whole research report to
take this form, but there are some examples that come close to this. A striking one is
Susan Krieger’s account of the life of a radio station. Here is her summary of the study:

The study was begun in 1972 and consisted of eleven months of interviewing persons
involved with the station, obtaining documentary evidence from them and from other
sources, visiting the station, and listening to it. The next two years were spent in writing a
text which described a process of cooptation in the life of the station over the years
1967–72. The station had been closely associated with the Summer of Love in San
Francisco in 1967. It was thought to have been the first hard rock ‘hippy’ radio station in
the country. In the five years since, it had become increasingly commercial, professional,
and successful, and was frequently criticised for having sold out to the establishment.
(Krieger, 1979:167–8)

Sometimes, qualitative research produces narratives which document the course of
the research project itself, rather than a sequence of events independent of the
researcher. Furthermore, it is quite common to find so-called ‘reflexive accounts’ or
‘natural histories’ of particular studies written by researchers. One of the first and
best known is Whyte’s account of his research on various aspects of the Italian-
American community of Boston’s North End in the 1940s (Whyte, 1981; see also
Boelen, 1992; Whyte, 1992). Such reflexive accounts of the research process may,
of course, be an important source of information relevant to the assessment of
studies’ findings. (You will find lists of reflexive accounts of research in
Hammersley and Atkinson, 1983; Walford, 1987).
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There are other sorts of largely descriptive research. Some is focused on the way
in which discourse (verbal interaction or written text) is patterned (see Potter and
Wetherell, 1987). Discourse analysis is becoming increasingly common in sociology
and social psychology, and in other areas too, and it takes a variety of forms. It may
be concerned with mundane features of everyday life; for example, with the way that
turn-taking is organized in conversations. Other work is concerned with presupposi-
tions built into what is said or written by some individual or group. For example,
Schegloff (1971) looks in detail at the process of giving directions to those unable to
find their way. He notes how the character of the directions given is context-sensitive:
it is affected, for instance, by the location in which the directions are being given and
by the geographical knowledge that the recipient is assumed already to have. Other
discourse analytical work focuses on more controversial areas. Thus, Billig (1991)
has looked at the way that different ‘ideologies’ come into conflict in discourse
surrounding, for example, medicine and social work.

Another distinctive form of largely descriptive qualitative research, this time in
cultural anthropology, is devoted to documenting the array of concepts used by a
particular group to deal with some aspect of their experience. This approach is some-
times referred to as ‘ethnosemantics’. Ethnosemantics is directed towards producing
a detailed account of the array of concepts used by a particular group of people to
make sense of their environment. Much qualitative research takes this as part of its
focus: qualitative researchers often place great emphasis on the importance of under-
standing the perspectives of the people they are studying. However, normally they
seek to do this simply by listening for the categories that people use in informal talk
or interviews, rather than by using the rather more structured elicitation devices
favoured by ethnosemanticists. Equally important, they generally do not restrict
themselves to the description of people’s perspectives, being also concerned with the
causes and consequences of these. And, often, they do not draw a sharp distinction
between description, explanation and theory development, so that much qualitative
research seems to be aimed at producing all three kinds of product simultaneously
(Hammersley, 1992, ch. 1).

TThhee  PPrroocceessss  ooff  AAnnaallyyssiiss

In this section we shall look at what is actually involved in doing qualitative analy-
sis, focusing on what is the most commonly used set of procedures, often referred to
as ‘grounded theorizing’. A common concern in qualitative data analysis, and espe-
cially in grounded theorizing, is the identification of the perspectives of various
groups of people involved in a setting, the documentation of the problems that they
face in their lives, and the description of the strategies that they have developed to
deal with those problems. This provides a general framework for the analysis, but the
substance must come from the data.

Data Preparation
Data are rarely obtained in an immediately analyzable form: usually they must be
prepared before analysis can begin. The need for data preparation is most obvious

Data analysis246

10-Sapsford -3330-10.qxd  11/16/2005  3:16 PM  Page 246



with audio and video recordings. While listening to or watching a recording is a
good way to familiarize oneself with the data, for the purposes of analysis it is usually
necessary to transcribe recordings, or at least to produce a summary and index of
what is on them – a task which is, of course, quite time-consuming.

There is a variety of conventions in terms of which audio recordings can be tran-
scribed, and which set of conventions is appropriate depends partly on the purposes
of the research. For example, where detailed analysis of the process of discourse will
be involved, pauses may need to be timed, overlaps in talk between one speaker and
another clearly marked, as well as other verbal (and perhaps even non-verbal) features
of the talk included. By contrast, the transcripts normally used by qualitative
researchers, who are not so closely concerned with discourse features, contain much
less detail and are often imprecise in the linguistic sense.

How detailed a transcription needs to be, and what does and does not need to be
included, then, are matters of judgement that depend on the purposes of the research
(see Box 10.1; and Ochs, 1979). But the form of transcription will also partly depend,
of course, on the amount of information that a recording supplies. Obviously, video
recordings supply much more information than audio recordings, and special forms of
transcription have been developed for handling these (see, for example, Goodwin,
1981). Also important is the quality of the recording, and this will depend on the nature
of what is recorded as well as on the recording equipment. Clearly, in the case of an
audio recording, the more speakers involved, and the more background noise, the more
difficult it is to get adequate recording quality. Similarly, with video recordings, the
more crowded the setting, and the more movement there is, the more difficult it may
be to see what is going on.

In assessing a study that draws on transcriptions and provides a transcription
scheme, a useful question to ask is whether the scheme used is appropriate, given the
sort of data collected and the purposes of the research. Does it include all the rele-
vant information that seems likely to have been available, given the nature of the
recordings? On the other hand, does it provide too much detail, thereby making it
more difficult to assess the evidential status of the data presented in the report? Does
it seem likely to be accurate in the relevant respects?

BBooxx  1100..11 Two records of an interaction

Below we reproduce two extracts from notes that purport to recapture the
same interaction. They are recognizably ‘about’ the same people and the
same events. By the same token, neither lays any claim to completeness.
The first obviously compresses things to an extreme extent, and the second
summarizes some things, and explicitly acknowledges that some parts of
the conversation are missing altogether:

1 The teacher told his colleagues in the staff room about the wonders of
a progressive school he had been to visit the day before. He was
attacked from all sides. As l walked up with him to his classroom he 

(Continued)
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BBooxx  1100..11 (Continued)

continued talking of how the behaviour of the pupils at X had been
marvellous. We reached his room. l waited outside, having decided to
watch what happened in the hall in the build up to the morning assem-
bly. He went into his classroom and immediately began shouting at his
class. He was taking it out on them for not being like the pupils at X.

2 [Walker gives an enthusiastic account of X to his colleagues in the staff
room. There is an aggressive reaction.]

Graves: Projects are not education, just cutting out things.

Walker: Oh no, they don’t allow that, there’s a strict check on progress.

Holton: The more l hear of this the more wishy-washy it sounds.

[…]

Walker: There’s a craft resources area and pupils go and do some dress-
making or woodwork when they want to, when it fits into their project.

Holton: You need six weeks’ basic teaching in woodwork or metalwork.

[…]

Holton: How can an immature child of that age do a project?

Walker: Those children were self-controlled and well-behaved.

[…]

Holton: Sounds like utopia.

Dixon: Gimmicky.

Walker: There’s no vandalism. They’ve had the books four years and
they’ve been used a lot and l could see the pupils were using them, but
they looked new, the teacher had told them that if they damaged the
books she would have to replace them herself.

[…]

Holton: Sounds like those kids don’t need teaching.

(Walker and l go up to his room: he continues his praise for X. When we
reach his room l wait outside to watch the hall as the build up for the
morning assembly begins. He enters his room and immediately begins
shouting. The thought crosses my mind that the contrast between the
pupils at X he has been describing and defending to his colleagues and
the ‘behaviour’ of his own pupils may be a reason for his shouting at the
class, but, of course, l don’t know what was going on in the classroom).

( ) = observer descriptions.

[…] = omission of parts of conversation in record.

(Hammersley, 1980)

The second version is much more concrete in its treatment of the events;
indeed, much of the time the speech of the actors themselves is preserved.
We can inspect the notes with a fair assurance that we are gaining infor-
mation on how the participants themselves described things, who said
what to whom, and so on. When we compress and summarize we do not
simply lose ‘interersting’ detail and ‘local colour’, we lose vital information.
(Hammersley and Atkinson, 1983: 152–3)
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The need for the preparation of data is not restricted to audio and video recordings.
Field notes are often written initially in jotted form and then written out, and filled
in, later. There are variations in format and style between researchers in the writing
of field notes, just as there are in the transcription of audio and video recordings. In
general, though, the aim is to make the notes as concrete as possible, minimizing the
amount of questionable inference involved. This emphasis on concrete description in
field notes does not mean, of course, that researchers are uninterested in how the
events they observe and record might be interpreted. Indeed, any interpretations that
the researcher thinks of in the course of observation, or while writing up the field
notes, are usually noted. But care is taken to avoid those interpretations structuring
the data recording itself, since they may turn out to be wrong. And, usually, such
interpretations are distinguished typographically from the field notes proper; for
example, by being put into brackets.

Also included in field notes may be the researcher’s personal feelings about what
has been observed or about her or his own role. Once again, these will usually be
recorded in a way that marks them off from the observational record. Apart from its
value in indicating possible sources of bias in the data, reflection by the researcher
on her or his own experience in the setting may also facilitate the process of under-
standing the people being studied. Bogdan and Taylor (1975) illustrate this (in
Box 10.2) from their studies of a hospital for people with learning difficulties (the
‘state institution’) and a job training agency.

It is unusual for field notes to be presented extensively in their original form in
research reports. Normally, only brief extracts are given, frequently edited and tidied
up. However, it is worth remembering that field notes are the raw material from
which the evidence provided in many qualitative research reports comes. In assess-
ing those reports, we need to be aware of the contingencies of field-note writing (the
selectivity involved, the fact that often there is considerable reliance on memory in
filling out jotted notes), and of the filtering process that has taken place between the
original field notes and the data presented as evidence in research reports.

Even in the case of documents, data preparation may be necessary before analy-
sis can begin; for example, translation from a different language may be required. It
may also be necessary to collect contextual information and to add this to docu-
mentary material, indicating, for instance, who produced the material and in what
circumstances, what any obscure references in the text mean, and so on.

BBooxx  1100..22 Reflexive analysis

What you feel may be what your subjects feel or may have felt in the past.
Your first impressions may be the same ones that others have had. You
should use your feelings, beliefs, preconceptions, and prejudices to help
you develop hypotheses. The following comments are excerpted from
field notes in the state institution study.

(Continued)
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BBooxx  1100..22 (Continued)

I feel quite bored and depressed on the ward tonight. l wonder if this
has anything to do with the fact that there are one two attendants work-
ing now. With one two attendants on, there are fewer diversions and
less bantering. Perhaps this is why the attendants always complain
about there not being enough of them. After all, there is never more
work here than enough to occupy two attendants’ time so it’s not the
fact that they can’t get their work done that bothers them. Although l
don’t show it, l tense up when the residents approach me when they are
covered with food or excrement. Maybe this is what the attendants feel
and why they often treat the residents as lepers.

In the following excerpt from the job training study conducted by one
of the authors, the observer reflects upon one of his first encounters with
a trainee after having spent the initial stages of the research with staff
members:

I approached the two trainees who were working on assembling the
radio. The male trainee looked up. I said ‘Hi.’ He said, ‘Hi’ and went back
to doing what he had been doing. I said, ‘Have you built that (the radio)
right from scratch?’ (After l said this l thought that that was a dumb
thing to say or perhaps a very revealing thing to say. Thinking back over
the phrase, it came across as perhaps condescending. Asking if he had
built it right from scratch might imply that l thought he didn’t
have the ability. He didn’t react in that way but maybe that’s the way
people think of the ‘hard core’ unemployed out at the center. Doing
well is treated with surprise rather than as standard procedure. Perhaps
rather than expecting that they are going to produce and treating
them as if they are going to produce, you treat doing well as a special
event.)

The observer thus gained a possible insight into staff members’ defini-
tions of trainees through a reflection on his own remark. (Bogdan and
Taylor, 1975: 67)

Starting the Analysis
The most obvious difference between analyzing unstructured and structured data is
that, whereas the latter come ready coded, the former do not. In other words, struc-
tured data are collected in a form whose relevance to the focus of the enquiry is obvi-
ous (at least if the data-collection procedures have been designed properly), so that
what can and should be done with the data is, to a large extent, a matter of follow-
ing rules about what sorts of analysis are appropriate given the nature of the data and
the purposes of the research. This is not the case with unstructured data, and this is
no minor practical consideration for the researcher. The most common question
asked by researchers carrying out qualitative data analysis for the first time, and the
one that is most difficult to answer, is: now I’ve got the data, what do I do with them?
The reason it is difficult to answer this question is that there is no set of rules, no
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simple recipe, that one can follow with unstructured data which will always be
appropriate and guarantee good results. The task is not just the assignment of data to
categories; the categories themselves have to be developed at the same time. In fact,
what is involved is a process of mutual fitting between data and categories. There is,
then, an essential element of creativity involved, and this is one reason why differ-
ent researchers working with the same data may produce rather different analyses.
Having said this, there are certain general steps that are typically followed in
grounded theorizing and the forms of qualitative data analysis analogous to it.

An essential first step is a close reading of the data. This involves looking care-
fully at the data with a view to identifying aspects of them that may be significant.
It is worth emphasizing that grounded theorizing is usually associated with research
that is exploratory or discovery-orientated; for example, ethnographic, participant
observation and life-history work. Here, the process of analysis is not confined to a
particular stage of the research; it begins at the start of data collection and continues
in more or less formal ways through to the completion of the research report. Thus,
Howard Becker, a well-known exponent of qualitative method, comments that in
participant observation research ‘analysis is carried on sequentially, important parts
of the analysis being made while the researcher is still gathering his data’, and he
notes that one of the consequences of this is that ‘further data gathering takes its
direction from provisional analyses’ (Becker, 1970: 26–7). This contrasts sharply
with research that begins with a set of hypotheses and proceeds to test these. Indeed,
such research would normally collect structured data. One of the implications of the
exploratory character of qualitative research is that the focus of enquiry is clarified
over the course of data collection and analysis. Furthermore, the analytical cate-
gories used to make sense of the data (which in the case of hypothesis-testing
research are supplied by the hypotheses and the theory lying behind them) have to
be developed in the process of data analysis. Indeed, developing such categories is
the central task in grounded theorizing.

Usually, the initial close reading of data necessary for this sort of analysis focuses
on a sub-sample of the data. This data sample may be chosen haphazardly on the
basis of what is most convenient, or those data which look most promising may be
selected. Eventually, all the relevant data will be analyzed: it is simply a matter of
finding a place to start. Reading through the data, the researcher notes down topics
or categories to which the data relate and which are relevant to the research focus,
or are in some other way interesting or surprising. Annotations are usually made in
the margins of the data record, specifying the categories. Also, the researcher is on
the look-out for recurrences that may indicate patterns, whether these are typical
sequences of events in a setting, or preoccupations around which a particular group’s
or individual’s view of the world revolves.

A next step is often the gathering together of segments of data from different parts
of the data record that are relevant to some category. This distinguishes grounded
theorizing from other forms of qualitative data analysis. Some qualitative
researchers do not segment and compare data in this way. This is particularly true of
those who are concerned with analyzing processes of social interaction as in con-
versation or discourse analysis. For them, segmenting the data and comparing the
segments would lose much that is relevant, notably details about the way in which
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one utterance relates to those before and after it (for instance, the relationship
between the interviewer’s questions and the informant’s answers, how the informant
builds on or refers back to things he or she has said earlier). Here again, the strategies
employed depend on the purposes of the research, and the costs and benefits of each
strategy must be borne in mind.

The categories produced in the course of coding the data may come from a vari-
ety of sources. They may arise from some of the ideas that originally sparked off
the research or that set the framework for it, or from more general background
knowledge. Perhaps the data seem to confirm the researcher’s expectations. But
equally, if not more significantly, perhaps they do not. Categories may also arise
from the data themselves, in the sense that the people studied may use concepts
that seem particularly significant for understanding their behaviour. Good advice
that is often given to those engaging in grounded theorizing for the first time is to
look out for ‘insider’ terms: words and abbreviations that are distinctive to the
world that the informant inhabits, and which may appear strange to outsiders.
Often these can tell us something about the distinctive ways in which the people
we are studying view the world. A classic example is to be found in the study of
students in a state medical school in the USA, carried out by Becker and col-
leagues (1961). The researchers found that the students used the word ‘crock’ to
describe some patients. For the students a ‘crock’ was a patient who did not seem
to have an identifiable illness and, as a result, did not constitute a useful case from
which the students could learn about the diagnosis and treatment of known ill-
nesses. What the use of that concept suggested was that the students had an instru-
mental attitude towards patients, viewing them in terms of the opportunities they
offered for learning relevant knowledge and skills, rather than primarily as people
in need of help. And, indeed, Becker et al., went on to argue that the process of
medical education tends to involve a transformation of students’ attitudes from
the altruism with which they enter medical school towards a more ‘professional’
orientation.

At the beginning, researchers seek to generate as many categories as possible, not
worrying what the relevance of those categories might be to their intended goal. This
reflects the creative, exploratory character of the process. Of course, how uncon-
strained this process of category development should be depends on the purposes of
the research and the time constraints under which the researcher is operating.
However, generating as many categories as possible is sound advice in many circum-
stances because it may enable the researcher to see features of the data, or of what
the data refer to, that might be overlooked with a more focused approach. Such dis-
coveries can guide the subsequent analysis in two ways. First, they may reveal that
there is some doubt about one or more of the assumptions with which the researcher
began the analysis. For instance, perhaps the people described are not primarily con-
cerned with what the researcher expected them to be concerned with. Secondly, it
can suggest a quite different focus for the research, one that the researcher judges to
be more interesting or significant. (Again, whether or not a researcher can change
the research focus, and to what degree, will depend on the constraints under which
he or she is working.)

The aim of this sort of initial analysis of unstructured data, then, is to generate cat-
egories, each of which collects together several segments of data, some of which
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look promising as a basis for organizing the analysis and, eventually, the research
report. This concern with categories that group many of the data together arises
because researchers are usually concerned with stable characteristics or recurrent
patterns, not just with what happened at particular points in time, though we noted
above that this is not always true. The categories may vary in character too, of
course. Some may be relatively banal, others may be rather less obvious and more
interesting. Research is judged not only in terms of its validity but also in terms of
its relevance, and one element of this is the extent to which it tells us something new.
It follows from this that any novel or theoretically interesting categories that emerge
are especially welcome to a researcher. That said, it is rare for such categories to
appear immediately or to predominate; and sometimes what appear to be banal cate-
gories turn out not to be so at all, while apparently interesting ones prove inapplicable.
So, grounded theorizing almost always starts from relatively obvious categories. The
goal initially is simply to get a general descriptive sense of the content of the data
and how analysis of it might be pursued. Box 10.3 provides an example of the iden-
tification of categories.

The next step in qualitative data analysis of the kind discussed by Strauss and
Corbin (1990) is to compare and contrast all the items of data that have been
assigned to the same category. Glaser and Strauss (1967) refer to this stage as the
‘constant comparative method’. The aim of this is to clarify what the categories that
have emerged mean, as well as to identify sub-categories and relations among cate-
gories. In the process, these categories may be developed and some data segments
may be reassigned as a result. It is then necessary to go through the data sample
again in case any data segments not previously identified as relevant have been over-
looked (this is frequently the case). After this, further data samples will be analyzed,
perhaps producing new developments in the categories, and these will, of course,
make it necessary to re-code previously coded data. What is involved here, then, is
an iterative process of analysis that generates categories and interpretations of the
data in terms of these categories. And, over time, at least some of the categories will
come to be integrated into a network of relationships. These will usually form the
core of the main claims of the resulting research report(s).

A number of elaborations of these general principles can be noted. First, in the
early stages of analysis, it is possible that not all data are assigned to categories;
in other words, the categorization may not be exhaustive. For some purposes
exhaustive categorization is needed, but not for all. Also, categories which are
developed may not be mutually exclusive; in other words, sometimes the same
segment of data may be listed under more than one heading. It may sometimes be
necessary to develop categories that are mutually exclusive, but to seek to do so is
not typical of the sort of analysis characteristic of grounded theorizing. Further,
the allocation of data to categories may not be very rigorous in the first instance;
the categories may not be clearly defined with specific criteria indicating the sort
of data which should and should not be included. The goal of grounded theorizing
is to facilitate the more rigorous definition of categories through the process of
analysis, rather than specifying at the beginning of the research process (as is typ-
ical in quantitative, hypothesis-testing research) what categories are appropriate
and how they are to be defined.
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BBooxx  1100..33 Labelling phenomena

Concepts are the basic units of analysis in the grounded theory method.
One can count ‘raw’ data, but one can’t relate or talk about them easily.
Therefore, conceptualizing data becomes the first step in analysis. By
breaking down and conceptualizing, we mean taking apart an observa-
tion, a sentence, a paragraph, and giving each discrete incident, idea or
event a name, something that stands for or represents a phenomenon.
Just how do we do this? We ask questions about each one. What is this?
What does it represent? We compare incident with incident as we go
along so that similar phenomena can be given the same name.
Otherwise, we would wind up with too many names and very confused!

Let’s stop here and take an example. Suppose you are in a fairly expen-
sive but popular restaurant. The restaurant is built on three levels. On the
first level is a bar, on the second a small dining area, and on the third the
main dining area and the kitchen. The kitchen is open, so you can see what
is going on. Wine, liqueurs, and appropriate glasses in which to serve them,
are also available on this third level. While waiting for your dinner, you
notice a lady in red. She appears to be just standing there in the kitchen, but
your common sense tells you that a restaurant wouldn’t pay a lady in red
just to stand there, especially in a busy kitchen. Your curiosity is piqued, so
you decide to do an inductive analysis to see if you can determine just what
her job is. (Once a grounded theorist, always a grounded theorist.)

You notice that she is intently looking around the kitchen area, a work
site, focusing here and then there, taking a mental note of what is going
on. You ask yourself, what is she doing here? Then you label it watching.
Watching what? Kitchen work. Next, someone comes up and asks her a
question. She answers. This act is different than watching, so you code it
as information passing. She seems to notice everything. You call this
attentiveness.

Our lady in red walks up to someone and tells him something. Since
this incident also involves information that is passed on, you also label it,
information passing. Although standing in the midst of all this activity,
she doesn’t seem to disrupt it. To describe this phenomenon you use the
term unintrusiveness. She turns and walks quickly and quietly, efficiency,
into the dining area, and proceeds to watch, the activity here also.

She seems to be keeping track of everyone and everything, monitoring.
But monitoring what? Being an astute observer, you notice that she is
monitoring the quality of the service, how the waiter interacts and
responds to the customer; the timing of service, how much transpires
between seating a customer, their ordering, the delivery of food; and cus-
tomer response and satisfaction with the service.

A waiter comes with an order for a large party, she moves in to help
him, providing assistance. The woman looks like she knows what she is
doing and is competent at it, experienced. She walks over to a wall near
the kitchen and looks at what appears to be a schedule, information gath-
ering. The maître d’ comes down and they talk for a few moments and
look around the room for empty tables and judge at what point in the
meal the seated customers seem to be: the two are conferring.
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BBooxx  1100..33 (Continued)

This example should be sufficient for you to comprehend what we
mean by labelling phenomena. It is not unusual for beginning researchers
to summarize rather than conceptualize data. That is, they merely repeat
briefly the gist of the phrase or sentence, but still in a descriptive way. For
instance, instead of using a term such as ‘conferring’ to describe the last
incident, they might say something like ‘sat and talked to the maître d’’.
Or, use terms such as: ‘read the schedule’, ‘moved to the dining room’, and
‘didn’t disrupt’. To invent such phrases doesn’t give you a concept to work
with. You can see just from this initial coding session that conceptually it
is more effective to work with a term such as ‘information gathering’
rather than ‘reading the schedule’, because one might be able to label ten
different happenings or events as information gathering – her asking a
question of one of the chefs, checking on the number of clean glasses,
calling a supplier, and so forth. (Strauss and Corbin, 1990: 63–5)

Secondly, there is a question about how much of the surrounding context should
be included in data extracts. For example, in the case of interview data, should one
always include the questions asked by the interviewer? These are matters of judge-
ment: some context will be necessary to make the extract intelligible, but the longer
each data extract is, the more cumbersome the analysis becomes.

Thirdly, even when working with a relatively small amount of data – from just
four or five interviews, say – there can be practical problems involved in grounded
theorizing. Using a word processor to copy, file and print out segments of data rele-
vant to particular categories is certainly a lot easier than copying segments of data
by hand or cutting and sticking segments onto cards (methods commonly used in the
past) but it is still time-consuming. As a result, a number of computer programmes
have been developed especially for carrying out this sort of analysis (see Tesch,
1990; Fielding and Lee, 1991; Dey, 1992).

Fourthly, an important question is how far any given analysis should be pursued.
With a small amount of data it is often difficult to go beyond the description of a few
key themes. A larger amount of data may allow greater development of understand-
ing of the perspectives and behaviour of the people being studied, especially in terms
of looking for relationships among categories. Also, where observational data are
available it may be possible to look at the relationship between what informants say
they do and what they actually seem to do. Strauss and Corbin (1990) provide a clear
account of one direction that this further analysis can take, involving the develop-
ment of a dense and well-integrated theory. Another is towards providing the basis
for quantitative analysis, but this requires the development of the categorization into
mutually exclusive types that can form the basis for counting instances or even
developing scales. Which of these directions is most appropriate depends on the pur-
pose of the research and the nature of the data.

Finally, much of the discussion above has been concerned with analysis of a single
case, devoted to describing or explaining some of the features of that case. However,
qualitative research often involves collecting data on several cases. Sometimes the
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data will be pooled and the sort of analysis described here will be applied to the whole
corpus. At other times, separate analyses will be carried out on each case – perhaps
to develop and test theoretical ideas through systematic comparison of strategically
selected cases. Equally, sometimes the categories developed in one case will be
applied to another simply to illuminate similarities and differences.

RReefflleexxiivviittyy  aanndd  tthhee  AAsssseessssmmeenntt  ooff  VVaalliiddiittyy

The process of data analysis produces the main claims that form the core of research
reports. And in qualitative research the evidence that is presented by the researcher
in support of claims will be a selection from the segments of data collected together
as relevant to the categories that form part of those claims. However, of course,
claims are not assessed only in terms of the evidence offered in support of them but
also in terms of credibility, against the background of information about how the
research was carried out and the likelihood of error that this implies. Such consider-
ations should also be taken into account by the researcher engaging in qualitative
data analysis. In deciding what are and are not reasonable inferences to be made on
the basis of her or his data, the researcher must consider the likelihood of errors of
various kinds. For instance, does it seem likely that the data may have been shaped
by the presence of the researcher in such a fashion as to lead to misleading conclu-
sions? This is the problem of reactivity again. Were the people observed ‘putting on
a show’ or ‘maintaining a front’ for the observer? Did the informant simply tell the
researcher what he or she thought the researcher wanted to hear? Similarly, how
complex and uncertain in validity are the judgements likely to have been that pro-
duced the data? Was the observer or informant in a position to be able to observe and
record accurately what happened? Were the phenomena being described of a kind
that anyone would probably be able to recognize and agree on, or were they more
problematic? Equally, is there any indication that the observer or the informant could
have been biased, consciously or unconsciously selecting evidence to support one
outcome rather than another? As readers, we need to look for the extent to which the
researcher seems to have been aware of potential sources of error, and what he or she
did to counter these, as well as considering them for ourselves.

Consideration of the process of research and its possible implications for the
validity of the main claims and conclusions of a study is one part of what is some-
times referred to as reflexivity (Hammersley and Atkinson, 1983). What is proposed
is that the researcher should be a reflective practitioner, continually thinking about
the process of research and especially about her or his own role in it, and the impli-
cations of this for the analysis. As we noted earlier, qualitative researchers usually
record in their field notes their interpretations of and feelings about what they
observe and about their role. And this process of reflection is often continued
throughout the whole process of the research.

An equally important aspect of reflexivity is that the process of data collection and
analysis should be made sufficiently explicit for a reader to make a reasonable
assessment of the credibility of the findings. Of course, the information about the
research that we have available to us as readers will always be quite limited. It will
also vary a great deal between research reports. Not surprisingly, book-length reports
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tend to provide more information than do articles. However, sometimes we are able
to track down other reports arising from the same piece of research and these may
give us extra information. Furthermore, occasionally a reflexive account or natural
history of the research will be available and this may provide very useful background
information on which to assess the claims made by the researcher.

Researchers may sometimes provide reports of attempts at respondent validation
and triangulation. These are useful further sources of information, especially where the
claims made are very controversial. Indeed, evidence of this kind may occasionally be
crucial for the assessment of the findings of qualitative research. However, such evidence,
like evidence of other kinds, is never absolutely conclusive. It must be interpreted and
assessed, and there is usually scope for conflicting judgements about it.

CCoonncclluussiioonn

In this chapter we have looked at some of the strategies used by qualita-
tive researchers for analyzing unstructured data. We concentrated in
particular on the kind of qualitative data analysis that has been codified
by Glaser and Strauss (1967) as grounded theorizing, since this represents
probably the most common approach in use today. We have only been
able to provide an outline here of what is involved in this sort of analysis.
However, it gives a sense of the sort of analytical work that underlies qual-
itative research reports, and this provides a basis for assessing the claims
made in such reports.

KKeeyy  TTeerrmmss

CCoonnssttaanntt  ccoommppaarraattiivvee  mmeetthhoodd the comparison and contrasting of
data segments within a thematic category, leading perhaps to reassign-
ment of segments and/or re-scrutiny of the original texts.

EEtthhnnooggrraapphhyy studies which attempt to describe a social context, in the
first instance, in the terms used and understood by its members.

EEtthhnnoosseemmaannttiiccss studies which attempt to establish the array of con-
cepts used by a group to make sense of their environment.

FFiieelldd  nnootteess factual records of what went on in a research setting –
insofar as this is possible even in theory – and, separately, notes of the
personal feelings and interpretations of the researcher.

GGrroouunnddeedd  tthheeoorriizzaattiioonn the attempt to render thematic analysis rigor-
ously through the process of analysis itself rather than through prior spec-
ification of categories.

RReefflleexxiivvee  aannaallyyssiiss reflection by researchers on their own feelings and
behaviour in a research setting; more broadly, consideration of effects of 

(Continued)

Analysis of unstructured data 257

10-Sapsford -3330-10.qxd  11/16/2005  3:16 PM  Page 257



(Key Terms continued)

the researcher, the research process and the concrete events encountered
on the nature of the data produced.

RReessppoonnddeenntt  vvaalliiddaattiioonn evaluation by respondents of the data or the
interpretation of them.

TTrriiaanngguullaattiioonn bringing more than one method or source of data to
bear in the same context.

UUnnssttrruuccttuurreedd  ddaattaa in this context, data which are not pre-coded (but
may well be structured by the rules of conversation, the demands of the
situation and the prompting of the researcher).

FFuurrtthheerr  RReeaaddiinngg

Many introductions to qualitative or ethnographic social research include some discussion of qualitative
data analysis. See, for example:

Hammersley, M. and Atkinson, P. (1983) Ethnography: Principles in Practice, London, Tavistock.
Lofland, J. and Lofland, L. (1984) Analysing Social Settings, Belmont, CA, Wadsworth.

There are also some books devoted entirely to this subject. See, for instance:

Strauss, A. and Corbin, J. (1990) Basics of Qualitative Research: Grounded Theory Procedures and
Techniques, Newbury Park, CA, Sage.

This is the best of the books on grounded theorizing as regards how to do it. The initial chapters provide
a very straightforward introduction.

Strauss, A. (1987) Qualitative Analysis for Social Scientists, New York, Cambridge University Press.
This book represents the same approach as that of Strauss and Corbin (1990) above, but is more advanced
and more demanding to follow.

Glaser, B.G. and Strauss, A. (1967) The Discovery of Grounded Theory, Chicago, IL, Aldine.
This is the original book on grounded theorizing. It has since been superseded by the above, but it indi-
cates something of the original motivation for this approach.

On the use of microcomputers in handling qualitative data, see:

Tesch, R. (1990) Qualitative Research: Analysis Types and Software Tools, Lewes, Falmer Press.
Fielding, N.G. and Lee, R.M. (eds) (1991) Using Computers in Qualitative Research, London, Sage.
Dey, I. (1992) Qualitative Data Analysis, London, Routledge.
This also serves as an introduction to qualitative data analysis.

RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  1100

This chapter has been concerned with the analysis of unstructured data. Such
analysis does not follow strict protocols. Indeed, this is one of its strengths.
Also, it is often a continuous process of developing and refining categories by
moving backwards and forwards between the output of the analysis and the data
themselves, and indeed between the output of analysis and fresh fieldwork to
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generate new data in order to refine categories further. For this reason, it is
difficult to anticipate what strategy of analysis will be appropriate when formu-
lating a research proposal.

Nevertheless, it is useful to address the following questions:

1 In what form are the data?
2 What form of data preparation will be required? (For example, will a transcrip-

tion of audio or video materials be necessary and, if so, what transcription
procedures need to be adopted? Alternatively, if the data are in the form of field
notes, will these require development, contextualization and/or editing?)

3 Have sufficient time and/or resources been allowed for the analysis process
and the data preparation?

4 What procedures will be used for data analysis? Will some form of coding be
used and, if so, how will the analytical categories be developed (for exam-
ple, from a subset of data and/or from ideas which sparked off the research)?

5 What factors can be anticipated which may affect the validity of inferences
drawn from the data (for example, reactivity)?

6 What should be included in the reflexive account of the research?
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11

Discourse Research

Roger Sapsford

This chapter introduces conceptions of discourse in sociology and social
psychology and the kinds of research perspectives and techniques that
build on them.

IIddeeoollooggyy  aanndd  DDiissccoouurrssee

Ideology
One sense of the term ‘ideology’, now relatively uncommon, aims purely to describe
the symbolic content of a culture and has no critical overtones (Kaplan and Manners,
1972; Geuss, 1981, Ch. 1). In the more ‘politicized’ sense that we associated with
the work of Karl Marx, however, an ideology might be characterized very simply as
a set of propositions that are taken as defining what life is like and how one should
act within it – that describe what we take for granted about it and define how we
should feel and act – that purport to define the interests of one group but in fact work
in the interests of another and more powerful group. For example:

• The protestant work ethic, which defines men’s lives in terms of the paid
employment they perform, makes work a (the?) desirable goal, considers some-
one who does not or cannot work as having little or no value and considers work
as something people naturally want to do and as rewarding in its own right. Tied
up with this is a view of the world as defined in money terms – rewards and even
necessities have to be paid for – and in terms of competition for resource – some
do better than others, by their ability and their hard work.

• The domestic division of labour, writ large upon society, in which men are
responsible for resourcing and governing families and women are responsible for
maintaining the home and family life, providing meals and caring for the health
and well being of their husbands and children. Tied up with this are propositions
such as ‘a woman’s place is in the home’ and ‘children must come first’.

The first of these is true of our age – I subscribe to it myself! – but it is also curi-
ously useful for those who own factories and commercial institutions and need to
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buy labour on a far from free market. It reinforces and reproduces a power distribution
based on ownership. The second reinforces a power distribution based on gender
and is curiously convenient for men, individually and as a group, for the organization
of heavy industry, which requires the servicing of male workers, and for a state orga-
nization which needs and plans for the reproduction of industrial/commercial
relations into the next generation.

AAccttiivviittyy  1111..11  ((55––1100  mmiinnuutteess))

The last paragraph described itself as ‘very simple’. Spend a few minutes think-
ing and making notes on the ways in which it is too simple.

The formulation above is too simple, in the first place, because it characterized
ideology as a set of propositions. While I suspect an ideology could always be
expressed in words, it does not have to be so expressed in order to have force – it is
not a set of learned verbal statements – as Althusser (e.g. 1971) has shown us; people
learn from their lived experience. In the London of the sixties and seventies, for
example – the beginnings of the comprehensive schools in British education – the
dominant rhetoric and belief to which children were exposed was that anyone who
was able and worked hard could succeed, irrespective of parental class; this was an
era whose political correctness was meritocratic. At the same time, those whose
parents had received more help in the home – both in material terms, having access
to books, educational toys, trips abroad, etc., which were not available to working-
class children, and in terms of cultural and educational ‘capital’, having parents who
could help them with their homework and who understood the school system and
how to work it. Despite their best efforts, therefore, working-class children tended to
do worse at school than middle-class ones, and the consequences for many working-
class boys have been well illustrated by Willis (1977): a counterformation of identity
as tough, competitive, ‘hard’ and despising deskwork and book learning. This
amounted to reproducing the existing class system, through lessons learned by
children from their own experience in schools which were trying hard to promote the
exact opposite. In other words, ideologies are often latent, expressed in institutions and
behaviours, rather than explicitly formulated (Lane, 1960 – and see also Billig, 1988).

A second point is that the formulation suggests conspiracy – that ideology is
imposed by owners on workers. This may sometimes be true to some extent, but it
conjures up a picture of industrialists meeting at annual conferences to determine
this year’s ideology. More plausible is an account in terms of dominant (‘hege-
monic’) values that are learned by experience and precept in upper- and middle-class
as well as working-class childhood. A third is that accounts in terms of ideology
have a strong tendency to overstate the degree to which ideologies are hegemonic:
if ideologies had the degree of dominance which they are generally ascribed, it is
difficult to see how we could escape them sufficiently to write accounts such as
this one!
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A final point is that the concept of ideology includes an explicit truth-claim – that
you are deceived by ideology, while I see through this to the truth. Unfortunately,
there is absolutely no way to establish the validity of this claim.

Discourse
The concept of discourse was developed by writers such as Michel Foucault (e.g.
1970, 1972, 1982) as an extension of the concept of ideology and to overcome the
last two of the problems outlined above. To the extent that an ideology may be char-
acterized as a set of propositions, a discourse may be characterized as a set of rules –
rules for determining truth (epistemology) and rules for declaring the objects about
which it is sensible and meaningful to speak (ontogeny). Discourses create the ‘con-
ditions of possibility’ for beliefs about the world – they provide the elements or
objects which are to be described and set the rules by which actions are to be
warranted/justified/excused. Foucault himself ‘specialized’ in identifying turning-points –
periods in which one way of conceptualizing a segment of the social world changed,
rendering both the old and the new conceptions visible by their contrast. Notable
examples would be the birth of rehabilitation as a penal policy and the notion of
criminals as a reclaimable resource (Foucault, 1977), the birth of modern clinical
concepts in medicine (Foucault, 1973) and the birth of modern conceptions of sexu-
ality (and, particularly, homosexuality) as a characterological property of individuals
(Foucault, 1990).

An important aspect of discursive theory and research is its emphasis on debate,
conflict and resistance – the availability and use of different discourses within which
a given area of social life could be constituted and the use of one rather than another
to establish or reproduce a power gradient.

Words are about the world but they also form the world as they represent it. … [As people
speak] a formulation of the world comes into existence. … As accounts and discourses
become available and widely shared, they become social realities to be reckoned with …
The account enters the discursive economy to be circulated, exchanged, stifled, margin-
alised or, perhaps, comes to dominate over other possible accounts and thus marked as the
‘definitive truth’. (Wetherell, 2001: 16)

(See also Billig et al., 1988; Billig, 1991.) Another way of conceptualizing this is to
think about narratives and the variety of stories we tell about ourselves and the
world, to others and to ourselves:

. . . as members of a culture we are rarely original. Rather … we have to draw on accepted
and conventional images, ideas and modes of talking about ourselves and others. …
Discourse researchers often focus on the kinds of stories people tell. They look at the way
these stories are formed, the genres of storytelling they draw upon … and the ways in which
stories construct identities and events. (Wetherell, 2001: 23)

See also Gergen (2001).
What discourse research cannot do, and does not try to do, is to establish causal

connections. What underlies a social constructionist position is a view of events
which seldom leads to accounts in terms of linear causation. Instead, what is sought
is relationships between events (taking ways of coming to understand and name social
objects as one kind of event). Kendall and Wickham (1999) talk about ‘contingencies’
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in this context, to emphasize that the account will always be in terms of what
happens/happened to be the case, not what must/had to be the case. Events, actions,
becoming subjected to a given discursive formation, taking up and using a discursive
formation to one’s advantage (consciously or unwittingly) have a history once they
have happened, but other things could have happened, giving a different history.
A chain of events will make sense in terms of internal consistency, logic, purpose,
function, and that sense in turn will become a link in other chains of events, but the
sense is imposed post hoc, not implicit and inevitable in the first links of the chain.

When we say that … events are contingent, this is not the same thing as saying that any-
thing could have happened or did happen. Of course, there were definite pressures at work …
The point that Foucault regularly makes, however, is that so often our much-cherished
advances are the quite accidental result of some apparently unrelated change. … To draw
up a list of contingencies … certainly involves … a knowledge of some facts … but it does
not require an exercise in artificially designating some items on the list to be primary.
(Kendall and Wickham, 1999: 6–7).

Concepts of discourse and ideology have profound consequences for research, from
its very beginnings in problem selection and research design, because not one but
two forms of reflexivity are required:

There are two types of reflexivity: personal reflexivity and epistemological reflexivity.
Personal reflexivity involves reflecting upon the ways in which our own values … and
social identities have shaped the research. Epistemological reflexivity requires us to engage
with questions such as: How has the research question defined and limited what can be
‘found’? (Willig, 2001: 10)

In Discourse Theory and Practice Margaret Wetherell distinguishes three domains
of discourse research and theory: the study of social interaction, the study of minds,
selves and sense-making, and the study of culture and social relations (Wetherell
et al., 2001a: 5) and six traditions of research which are brought to bear on them. In
this chapter I shall adopt a simpler division into two kinds of discourse research:
structural studies (broadly embracing culture, social relations and identity) and inves-
tigations of discourse processes (broadly embracing social interaction, sense-making
and how identities are established). Both express a social constructionist perspective:

Social constructionism draws attention to the fact that human experience, including per-
ception, is mediated historically, culturally and linguistically. That is, what we perceive and
experience is never a direct reflection of environmental conditions but must be understood
as a specific reading of those conditions. … Research from a social constructionist per-
spective is concerned with identifying the various ways of constructing social reality that
are available in a culture, to explore the conditions of their use and to trace their implica-
tions for human experience and social practice. (Willig, 2001: 7)

Structural analysis looks at what the ‘various ways’ are, in a given context, and
process analysis at how they are used.

The ‘problem of truth’ discussed above in relation to ideology is solved in dis-
course by dissolving the notion of absolute truth altogether. ‘True’ comes to mean
‘provable or justifiable within a given discourse’ – as the accepted output of what
discursive rules produce:

‘Truth’ is to be understood as a system of ordered procedures for the production, regulation,
distribution, circulation and operation of statements. ‘Truth’ is linked in a circular relation

Discourse research 263

11-Sapsford -3330-11.qxd  11/16/2005  3:17 PM  Page 263



with systems of power which produce and sustain it, and to effects of power which it
induces and which extend it. (Foucault, in Rabinow, 1984: 74)

This raises equal and opposite problems, however, because there is no ‘super-
discourse’ to adjudicate truth claims between discourses. The tensions between a
realist and a relativist position in social constructionism are beyond the scope of this
book; the reader will find the article by Wetherell and Stills (1998) a good place to
begin considering them.

DDiissccuurrssiivvee  SSttrruuccttuurreess

The main focus in structural discourse analysis is on the repertoire of discursive
resources – what is available in a given culture, to people in a given position, and
what shapes them. In Foucault’s own work and in many sociological applications of
the approach there is also a concern with the historical development of discourses,
seen as recognizable regularities in signification which have an origin – there is a
time after which they appear to become dominant or ‘normal’ and before which they
yield place to some other form of conceptualization – and which develop and change
over time and with use. Foucault (1977) looks, for example, at the birth of prisons
as reformatories and the, at least partial, replacement of a lurid punitive style aimed
at deterrence of others by a more private and technical process aimed at the recla-
mation of the offender himself. This process is linked, in this and other work, with a
wide range of social strategies based in an understanding of the population as a
resource for industry, agriculture and the army – exploitable, capable of develop-
ment, seen often as in decline and in need of revitalization and better management –
which also informs the collection of population statistics, the provision of universal
education, the growth of physical and mental health facilities and public health
works, the birth and development of the health visiting movement in the United
Kingdom and the characterization and forms of control of the poor, the unemployed
and the unemployable. Donzelot (1979) looks at the development of the modern
nuclear family, together with the housing that contains it, the wage structures and
employment practices which sustain it and render it ‘normal’, the practices and
responsibilities of childrearing which create the modern ‘mother’ role, the influence
of medicine on mothering and the monitoring of child welfare, the control of juve-
nile delinquency, the rise of psychology and psychiatry as experts in mothering and
in delinquency and the changing functions of the law and the courts with regard to
children.

Following Parker (1992) and Willig (2001) to some extent, we may identify three
or four steps or stages that a typical piece of structural discourse research would
follow:

1 The selection of text and identification of discourses – coherent bodies of ‘state-
ments’. Discourse research is typically driven explicitly by theory in a way that
would be much less true of ethnographic or phenomenological qualitative
research, and so one typically has a discourse or discourses already identified or
‘previsioned’ when starting the research. Texts will be selected to make useful
descriptions and contrasts in terms of its/their application and modification. At
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the level of policy we may be exploring government publications, newspaper
‘editorial’ and ‘news’ accounts, academic writings, perhaps textbooks for the
training of professionals, perhaps professional accounts of practice (e.g. case
records, court proceedings, prison files). At the level of public experience and
‘collective representation’ we may be contrasting these with interviews with a
spread of people from a relevant public, with novels, with media presentations and
advertising, with school textbooks, with diaries and autobiographies, and so on.
Anything which conveys and encapsulates meaning could be a relevant source:

speech, writing, non-verbal behaviour, Braille, Morse code, semaphore, runes, adver-
tisements, fashion systems, stained glass, architecture, tarot cards and bus tickets.
(Parker, 1972: 7)

(Due note will be taken of the origin and function of the texts, of course, in the
process of interpreting them.) The process continues with the identification of dis-
courses by gathering or coding relevant segments together thematically, as one
would in ethnographic analysis. At this stage it will be necessary to put prior
theory to some extent aside, in that one’s understanding of the provisioned dis-
courses may be modified by what clearly ‘belongs together’ in the text and that other
regularities may emerge as competing or parallel discursive formations. Concepts of
‘normalization’ will be important in delineating discourses – paying attention to
what is taken for granted as ‘normal’ or ‘proper’ and what can be said within a dis-
cursive formation and even justified but is seen as in need of justification.

2 Action orientation, positioning and contestation. This stage will involve extract-
ing and elaborating the rules which constitute a given discourse – rules of truth
and rules for the delineation of objects. We shall be looking at what is allowable
in the production of statements, what kinds of statements cannot be made and
what the ‘spaces’ are for the production of new statements. Of particular interest
will be those areas where more than one discursive formation appears to be being
brought to bear. One will identify, internally from the text and externally from
other sources and from analysis of the situation, what function the different dis-
courses appear to perform, what is gained or avoided by constructing an object
in a particular way and by whom, what subject positions are assigned to or taken
by the actual or logical participants in the debate or conversation. There will be
a concern with ‘discursive practice’ here: what lines of action or argument are
opened up or closed down by the adoption of one discursive position rather than
another: in other words, what is the power gradient embodied in the discourse?

3 Subjectivity. What is the nature of the self and its social world, as seen from a
given discursive position? What are the consequences, for oneself and for others?

4 Resistance. This embodies a range of questions about identity and subjectivity,
but from a different perspective. What counter-measures are taken by those
whose role and nature a dominant or normalizing discourse tends to define? Are
they re-mobilizing previously dominant discursive forms, or colonizing and
changing a currently dominant one, or pitting one currently accepted discursive
formation against another (arguing about agenda-setting)? Or are they living
within the definitional space of the discourse, but subverting it by following the
outward forms without internalizing the prescribed subjectivity, or following it in
public while maintaining a different way of defining the situation in private? 
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Another important point to make is that texts do not stand alone but are always
related to other texts. We have what Fairclough (1992) calls ‘manifest intertextual-
ity’ (the explicit reference to another source for an expression or a story-line – as
I am doing here in citing Fairclough – or explicit echoes of a well-known story line –
as when young lovers are ‘summarized’ by reference to Romeo and Juliet). In a
broader sense there is also what Fairclough calls ‘interdiscursivity’ – the implicit
location of a current account or narrative within its genre or ‘order of discourse’
(Fairclough) or the ‘archive’ (Foucault) – the entire corpus of currently available dis-
cursive characterizations of the event or situation. While innovation is certainly
possible, we do a lot of our thinking and characterization by explicit or implicit
reference to previous accounts, and it is this which gives discourses their coherence
and relative stability.

Although this is not a necessary part of its theoretical apparatus, structural analy-
sis of discourse tends towards a sociological determinism, in which people are con-
stituted by the discursive regimes to which they are subject.

Foucauldian Discourse Analysis draws attention to the power of discourse to construct its
objects, including the human subject itself. The availability of subject positions constrain
what can be said, done and felt by individuals. (Willig, 2001: 122)

This places it in a dialectical relationship with process accounts (below); both are
needed in order to reflect the full complexity of a social constructionist perspective
on the relation of agency and structure in human life.

DDiissccoouurrssee  PPrroocceesssseess

The ‘process’ side of discourse analysis emerges at least in part from the ‘turn to
language’ in social psychology from the 1950s onward. A ‘cognitivism’ which saw
language as merely a description of internal states (and external ones as mediated
through the processes of perception) has increasingly been supplanted by a social
constructionism in which the real nature of the social world depends on our under-
standing of it (rather than the other way around), in that it is our understanding of
the world that will determine how we act within it and therefore what reaction we
get from it. 

The focus of process analysis is on how participants use the elements of discur-
sive repertoires, to what end and with what effects. The focus tends to be on posi-
tioning, on managing ‘stake’, on strategies for claiming or disclaiming. We are
reading text, not for the attitudes or beliefs it expresses, but for the ways in which
elements are deployed and conversational ‘moves’ made to establish the position of
one or more of the participants, and the success of such strategies. 

Discursive psychologists have argued that social psychologists have underestimated the
centrality of conflict in social life, along with the importance people place on issues of stake
and interest. An analysis of rhetoric highlights the point that people’s versions of actions,
features of the world, of their own mental life, are usually designed to counter real or poten-
tial alternatives and are part of ongoing arguments, debates and dialogues … In doing so,
they are participating in and developing the collective and communal forms of life which
make up their culture. (Potter, 1996: 152)
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It may be argued (see Willig, 2001: 92) that the ideal material for process analysis
is naturally occurring talk. Conversations and pronouncements in familiar settings –
the home, the office, the factory, the football ground, the public house – exhibit the
performatory character outlined above. Formal interviews, on the other hand, have
discursive rules of their own and may display different rules and different ‘objects’,
differently used, from the discourses of normal social conversation. A frequent com-
promise is the group interview or group discussion, deliberately encouraged to ‘run
its own course’ rather than closely steered by the researcher.

Analysis proceeds thematically. 

• Discourses which might potentially figure in the exchanges will already have been
identified, and the use of these yields initial themes for the analysis. (Others will
emerge, however, during the experience of data collection or during analysis.)

• All relevant items are identified and coded or filed – being sure to include all
potentially relevant material, and including what was contributed by the inter-
viewer(s) in an interview/group interview study; their positioning will have to be
included in the analysis, because it affects that of the other participants. 

• Discursive repertoires will be constructed – sets of statements/ references that
appear consistent, in the light of the discourses already identified. (It will not be
surprising to find variability – that individuals bring more than one discursive
repertoire to bear on the same topic, or even that these are sometimes in conflict,
see, for example, the accounts of Maori culture described by Potter and
Wetherell (1995) or the conflicting histories of the royal family described by
Billig (1997).)

• Uses of elements of these repertoires will then be examined, within and between
subjects, and what they imply for the positioning of subjects vis-à-vis each other
and the credibility of narratives about self and others will be teased out. This is
sometimes called ‘rhetorical analysis’ – the analysis of what ideas are used for
and what function they play in concrete social interactions.

• The analyst will generally try to identify coherent strategies and relate them to
the exigencies of the participants’ lives. What is of interest is content rather than
form or underlying process, however. Unlike, for example, some kinds of role
analysis or analysis of group processes, what is said is what forms the focus of
analysis, not the manner of its saying or a supposed group process or individual
attitude of which it is the expression. Thus, analysis of racism looks at people’s
actual practices of discrimination, not at group boundary maintenance or racist
attitudes or authoritarian personality (Potter and Wetherell, 1995: 82).

Looking for resistance and how it is conducted and for variant interpretation and
use is an important part of much process analysis, as it is with structural analysis:

What I have said so far implies interpreters that are compliant in the sense of fitting in with
the positions set up for them in texts. But not all interpreters are compliant, some are, of
course, … resistant. Interpreters are … more than discourse subjects in particular discourse
processes; they are also social subjects with particular accumulated social experiences, and
with resources variously oriented to the multiple dimensions of social life, and these vari-
ables affect the ways they go about interpreting particular texts. … [but] the capacity for
critical reading … is not distributed equally among all interpreters in all interpretative envi-
ronments. (Fairclough, 1992: 136)
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The existence of multiple and conflicting discursive positions for a given subject is
an important point to bear in mind:

The obvious psychological interest in dilemmas is to analyse the psychological state of the
decision-maker. … Our concern, by contrast, is to show how ordinary life, which seems far
removed from the dramas of wolves and precipices, is shaped by dilemmatic qualities. It
will be suggested that the mentality of the ordinary person, not placed in the dramatic
situation of choosing between precipice and wolf, nevertheless contains the conflicting
themes which surface so vividly in the dilemmatic situation per se. (Billig et al., 1998: 9)

Connell (1987) suggests that identity and personality themselves are social practices
and are usefully seen as ‘projects’, in which the individual develops an identity from
a number of sources, including collective understandings and representations about
their particular social locations as middle- or working-class, Black or Asian or white,
male or female, older or younger, etc. He or she has also to reconcile the conflicting
logics of different discursive environments – home, school, work, etc. The continu-
ity of identity, in this view, is something to be seen as made or forged by the indi-
vidual, not something to be taken for granted. (See also Davies and Harré, 1990.)

Process accounts tend to privilege agency over structure in that they focus on
actions and strategies more than on limitations and pressures. A prime focus is on
accountability and on people’s orientation towards their own interests and their stake
in maintaining or enhancing their position. (As Willig points out (2001: 102), this
orientation is largely taken for granted as natural, normal and inevitable; taking it as
the basis for analysis is not seen as in need of justification.) However, the relation-
ship is portrayed as dialectical and displays a dialectical understanding of the rela-
tionship between received culture and personal ideation:

Individuals incorporate the narratives of their culture and their incorporations of these
narratives construct their self-understanding – external cultural narratives become a set of
personalised voices and positions. (Wetherell, 1996a: 224)

The same point is made about intertextuality – that we take up existing conceptions
but rework and personalize them before returning them to the ‘archive’:

Our speech … is filled with others’ words, varying degrees of otherness and varying
degrees of ‘our-own-ness’, varying degrees of awareness and detachment. These words of
others carry with them their own expression, their own evaluative tone, which we assimi-
late, rework and re-accentuate. (Bakhtin, 1986: 89)

CCoonncclluussiioonn

‘Critical analysis’ is the analysis of text to expose (mostly ideological) pre-
supposition, in the light of the purposes for which it was constructed and
the social location of its authors and distributors. ‘Discourse analysis’
goes beyond this to consider the ‘rules of the language game’, which is
the form of conceptual life expressed in a text or series of utterances or
actions – what counts as a valid argument and what count as meaningful
objects of discussion. Sociological discourse analysis is concerned mostly 
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(Conclusion continued)

with what might be termed ‘structures of discourse’ – coherent, historically
developing ways of conceptualizing the social world or a significant part
of it – and the ways in which they embody, reproduce and/or modify
power relations. Some psychological discourse analysis has been more
concerned with the processes by which people and groups use discourses
to establish themselves in a ‘social location’ or confirm/change the location
of others.

Structural discourse tends towards determinism, describing how we
are constituted by the meanings about us. Psychological discourse analy-
sis tends more towards an ‘agency’ perspective. Both remain aware of the
dialectical relationship between being constituted by discourse and using
and changing discourse. Both are also aware of the possibilities for resis-
tance, of the variability of the forms in which a given discourse may be
expressed and of the implicit or explicit conflict of discourses within the
whole body of ways of thought and expression which are available to us.

Analysis of discourse usually proceeds by identifying and coding state-
ments and grouping them thematically into coherent repertoires that
express an underlying discourse. Depending on the purpose of the analy-
sis, the next steps will involve looking for change over time, conflict
between discourses, the functions they perform, the relationships, free-
doms and relative status they accord their participants and objects, the
social locations they confer and how people use them to position them-
selves and others, enduring strategies and temporary or enduring and
implicit or explicit resistance. 

KKeeyy  TTeerrmmss

AAggeennccyy the voluntary/deliberate actions of people, groups or institu-
tions, or the perspective which focuses on actions as deliberate and
purposeful.

AArrcchhiivvee a term Foucault uses for the whole body of meanings currently
available in a society or culture.

CCoolllleeccttiivvee  rreepprreesseennttaattiioonn a shared way of viewing (and explaining the
nature of) a phenomenon or object.

CCrriittiiccaall  aannaallyyssiiss the study of text to uncover presuppositions, taking
into account its authorship and the circumstances of and reasons for its
production.

DDeetteerrmmiinniissmm a focus on causes or antecedents of actions, which in its
extreme form denies validity to accounts in terms of agency.

DDiissccoouurrssee the rules that define a section of social reality and the
objects which it may meaningfully be said to cover. More loosely, a set of 

(Continued)
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(Key Terms continued)

taken-for-granted ways of characterizing a portion of the social world – in
which sense the term is readily confused with ‘ideology’. Discourses are
not seen as fixed and static, but as developing and changing over time
and with use.

EEppiisstteemmoollooggyy the nature of truth, the rules for what shall count as true.
HHeeggeemmoonniicc dominant, ruling – usually used of the power of an ideol-

ogy or discourse to define social reality.
IIddeeoollooggyy a set of (false) beliefs about or definitions of an area of social

life, defining what is to be valued and taken for granted. Mostly the term
implies that these beliefs/definitions serve the interests of a more power-
ful group than the one to which the ideology directly applies.

IInntteerrtteexxttuuaalliittyy the extent to which and the ways in which one text
depends on, refers to, or is contained within another.

OOnnttooggeennyy the definition of objects of discourse; labels for what can
meaningfully be described in a given context.

PPoossiittiioonniinngg establishment of identity in relation to another’s, gener-
ally expressing duties, rights and power relations or relations of influence.

RReefflleexxiivviittyy consideration of (a) the extent to which one’s own presup-
positions and those of others structure the production of particular texts
(personal reflexivity) and (b) the extent to which discursive structures deter-
mine what may be discussed and concluded (epistemological reflexivity).

RReeppeerrttooiirree a coherent set of ways of discussing and defining the
world which lie within a single discourse but do not necessarily exhaust
its possibilities; the selection from possible discursive propositions that is
actually used by a person, group or institution.

SSoocciiaall  ccoonnssttrruuccttiioonniissmm an account of the meaning of social life and
social objects which looks to history, social relations and social structures
for their explanation.

SSttrruuccttuurree in the senses in which the term is used in this chapter, (a) a
discursive form as described ‘cross-sectionally’ at a given moment of
time or (b) a coherent pattern of rights, duties and resources (and the cor-
responding social institutions) which defines a power inequality.

FFuurrtthheerr  RReeaaddiinngg

Kendall, G. and Wickham, G. (1999) Using Foucault’s Methods, London, Sage.
Fairclough, N. (1992) Discourse and Social Change, Cambridge, Polity.

Kendall and Wickham are more accepting of Foucault’s methods, while Fairclough is more critical and
attempts to develop them.

For an introductory account of discourse as process see several of the chapter in 

Wetherell, M. (Ed.) (1996) Identities, Groups and Social Issues, London, Sage.
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RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  1111

1 Does your research question revolve around historically and socially
constructed/shared frameworks of meaning – ideologies, discourses? How are
these to be identified? What elements are ‘previsioned’, from your reading so
far, and what else do you propose to read in order to form your ideas and
your grasp of historical process? 

2 Are you interested predominantly in underlying structures of thought or in
how these structures are applied in social interaction?

3 How will you obtain ‘text’ for study? What does this text represent?
4 How will you identify multiple discourses, contestation, resistance? Does an

interest in these aspects of discursive practice modify or extend your deci-
sions about what to sample?

5 Even if discourse is not the main focus of your research, ought you be apply-
ing some level of discursive analysis to the literature and other sources that
you are using?
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12

Documents and Critical Research

Victor Jupp

This chapter is concerned with the use of documents in social research.
The range of documents upon which social scientists have drawn includes
diaries, letters, essays, personal notes, biographies and autobiographies,
institutional memoranda and reports, and governmental pronouncements
as in Green Papers, White Papers and Acts of Parliament. This list might
give the impression that such researchers are exclusively concerned with
non-quantitative (sometimes called qualitative) documentary sources.
However, this is not necessarily the case; they are also interested in the
way in which quantitative data are collected, assembled and analyzed in
order to reach conclusions.

Throughout this book a range of analytical strategies has been introduced. Some of
these are structured and formal (as, say, in the analysis of experimental data) and others
are less so; some strategies are founded on the principles of statistical analysis,
whereas others follow the traditions and practices of qualitative research. Analytical
strategies associated with structured and less structured data, and with quantitative
and qualitative analyzes, have found expression within the documentary tradition.
Although these strands will all be represented in this chapter, the main emphasis will
be upon critical analysis of documents. The chapter brings together a distinct
methodological approach – the critical – with particular forms of data – documents.
(It should be recognized, however, that critical research is not exclusive to, and
extends beyond, the use of documents.)

It is important to distinguish ‘criticism’, in its everyday usage, and ‘critical analy-
sis’ as used by social scientists. The former usually refers to an evaluation which is
negative, censorious or fault-finding. Critical analysis in social science involves an
examination of the assumptions that underpin any account (say, in a document) and
a consideration of what other possible aspects are concealed or ruled out. It can also
involve moving beyond the documents themselves to encompass a critical analysis
of the institutional and social structures within which such documents are produced.
For example, Anne Worrall’s Offending Women (1990) is concerned with the
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assumptions about femininity that are found in probation reports about women
offenders which are produced, and acted upon, in the criminal justice system in the
UK. As with criticism in its everyday usage, critical analyzes can involve being
censorious or fault-finding, perhaps in terms of rejecting in-built assumptions of
documents or seeking to overturn institutions or systems within which they are
produced. However, this is not a necessary part of critical analysis.

In contrast with some other sections of the book, this chapter makes much greater
reference to theoretical approaches. This is because the critical analysis of text
makes much more obvious and explicit use of theoretical concepts and ideas than
other approaches (for example, survey research, which can often collect data with-
out explicit reference to theory). Indeed, the distinction between theorizing and
empirical research is not one that is readily accepted by those who engage in critical
analysis.

DDooccuummeennttss,,  TTeexxttss  aanndd  DDiissccoouurrssee

This chapter adopts the distinction between ‘document’, the medium on which the
message is stored, and ‘text’, the message that is conveyed through the symbols
which constitute writing. Documents can have a number of features. For example,
they may be made up exclusively of written words, or they may include statistics, as
in a survey research report. Documents may refer to particular individuals, as with
school records and reports about pupils, or may concern more ‘macro’ issues, as with
one of Her Majesty’s Inspectorate Reports on the physical state of schools. Further,
documents may refer to contemporary events and issues, as in the case of newspaper
reporting of a prison riot, for example, or they may relate to past events and issues,
as in a nineteenth-century report on conditions in British prisons. Finally, documents
may have been produced for purposes other than social research but none the less
be of interest to researchers, in which case they are sometimes termed unobtrusive
measures (Webb et al., 1966): ‘An unobtrusive measure of observation is any method
of observation that directly removes the observer from the set of interactions or
events being studied’ (Denzin, 1978: 256).

One rationale for the use of such measures is the belief that the effects of the
observer on the data are reduced, thereby improving internal validity. Unobtrusive
measures can derive from a number of sources, such as simple observations of
behaviour without the individuals concerned knowing, or physical traces of behav-
iour left behind by individuals, and can also include documents. An example of the
latter would be institutional memoranda, produced as a normal part of bureaucratic
functioning but to which the social scientist can gain access in order to study key
aspects of institutional processes. Punch (1979b, 1985), for example, has outlined
the use of police organizational records to study corruption among officers working
in a red-light district of Amsterdam. The problem with the use of unobtrusive mea-
sures to study a sensitive issue such as police corruption is that access is vigorously
denied by those who have an interest in doing so.

In other instances, documents may be solicited deliberately and explicitly by
social researchers and may even be produced by them, in which case they cannot be
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treated as unobtrusive measures. This is the case with many life histories and also
with detailed interviews which are recorded and transcribed by social scientists for
subsequent analysis.

There is one further term which deserves consideration in this section, namely
discourse. The dictionary definition of ‘discourse’ refers to talk, conversation and
dissertation. Within social science, it takes on a wider meaning as a result of its close
association with a particular theoretical and methodological position, namely dis-
course analysis (see also below). As with documents and texts, discourses are con-
cerned with communication. However, as Worrall points out, discourse goes much
further ‘to embrace all aspects of a communication – not only its content, but its
author (who says it?), its authority (on what grounds?), its audience (to whom?), its
objective (in order to achieve what?)’ (Worrall, 1990: 8).

‘Discourse’ encompasses ideas, statements or knowledge that are dominant at a
particular time among particular sets of people (for example, ‘expert professionals’)
and which are held in relation to other sets of individuals (for example, patients or
offenders). Such knowledge, ideas and statements provide explanations of what is
problematic about the patients or offenders, why it is problematic and what should
be done about it. In providing authority for some explanations, other forms of expla-
nation are excluded. Implicit in the use of such knowledge is the application of
power. In some instances, discourses may be viewed as imposed by professionals on
clients but this is not necessarily the case. Discourses really come into their own
when the client, for whatever reason and by whatever means, shares the profes-
sional’s analysis of the problem and the means of addressing it. As indicated earlier,
discourse involves all forms of communication, including talk and conversation. In
the latter, however, it is not restricted exclusively to verbalized propositions, but can
include ways of seeing, categorizing and reacting to the social world in everyday
practices, such as policing practices. Its relevance to this chapter is that discourse can
also be expressed in text through the medium of documents.

Types of Document
A wide range of documents has been used in social research, including the following.

Life histories The life history is similar to a biography or autobiography and is a
means by which an individual provides a written record of his or her own life in his
or her own terms. It can include a descriptive summary of life-events and experi-
ences and also an account of the social world from the subject’s point of view. There
is no concern with whether the account is ‘right’ or ‘wrong’; if a subject sees the
world in a particular way then that way is, for that person, ‘right’. The examination
of social perspectives and images is often a forerunner to the analysis of social
actions, the assumption being that actions are underpinned by the way in which the
social world is interpreted by actors.

Life histories may be written by the subject or by a second party, often a social
scientist. A major landmark in the development of life history as a method was
Thomas and Znaniecki’s The Polish Peasant in Europe and America, Volume 1 of
which comprises a 300-page life history of a Polish emigré to Chicago in the early
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part of the twentieth century (Thomas and Znaniecki, 1958, first published in
1918–20). It provides an account, not only of life in an American city at that time,
but also of the way in which it was experienced by the immigrant. Following
Thomas and Znaniecki’s work, the life history became an important element in what
was known as the Chicago School of Sociology of the 1930s, which focused
especially on the problems of urban life.

The diary Diaries have been used by both psychologists and sociologists but for
different types of analysis. For example, the psychologist Allport focused on diaries
as the prime means of uncovering the dynamics, structure and functioning of mental
life (Allport, 1942). Luria (1972) used diaries, among other accounts, to explore the
experience of brain damage, leading to short-term memory loss. The sociologist
Oscar Lewis (1959) used diaries to assemble data about the economy, life-style and
daily activities of individuals in poor Mexican families. More recently, the diary has
been used to gain insights into physical conditions and constraints of imprisonment,
and individuals’ subjective experiences, reactions and responses to them, as, for
example, in Boyle’s chronicle of his life in a number of Scottish prisons (Boyle,
1984). In a more formal sense, diaries can be used as part of survey methods, as in
the National Food Survey, in which families are asked to list their food intake over
a period of one week.

Newspapers and magazines The use of newspapers has been central in what is
usually referred to as media analysis. Media analysis has several interests, one of
which is an examination of the way in which stereotypes of categories of people or
types of action are created, reinforced and amplified with wide-ranging conse-
quences for those people and actions. For example, newspapers have been used to
examine the portrayal of ‘folk devils’ such as ‘mods’ and ‘rockers’ (Cohen, 1972),
and the creation and career of the label and stereotype of the ‘mugger’ in the British
press (Hall et al., 1978).

Letters Along with a life history, the analysis of letters played a central part in
Thomas and Znaniecki’s The Polish Peasant in Europe and America (1958). For
example, the authors were able to gain access to letters sent by emigrés to relatives
in Poland, which they used to gain insight into the experiences of assimilation into
American culture. The problem with the use of letters in social research is that they
have a tendency not to be very focused, though where they are they can be a valu-
able source of unsolicited data. This is the case, for example, with letters written on
a specific issue to newspapers, which can be used to identify differing and some-
times conflicting political viewpoints in relation to that issue.

Stories, essays and other writings Researchers can make use of essays or other
writings which are already in existence or can solicit such writings as part of their
research design. For example, analysis of children’s writings has been used to
explore their experience of home, family and social relations (Steedman, 1982),
whereas Cohen and Taylor’s (1972) examination of the subjective experiences of
imprisonment and strategies of psychological survival among long-term prisoners
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was in part founded on an analysis of essays and poems on topics suggested by
Cohen and Taylor themselves. This strategy was consistent with the qualitative,
naturalistic and discovery-based methodological approach, directed at uncovering
the subjective experiences of prisoners, and it was also appropriate on practical
grounds in so far as Cohen and Taylor gained access to the prison and to prisoners
in their role as part-time visiting lecturers. As such, they were in an ideal position to
solicit essays and other writings for research purposes.

Official documents and records A great many official documents and records on
a wide range of topics are available for analysis. An important part of government
activity relates to the production of official documents as, for instance, forerunners
to legislation (as in the case of Green Papers and White Papers), as part of the
regular review of activities of Departments of State or institutions under govern-
ment control (as with reports of Select Committees of the House of Commons), or
as part of official investigations into the running of affairs (as in the case of some
Royal Commissions). Official documents provide valuable data for the analysis of
official definitions of what is defined as problematic, what is viewed as the expla-
nation of the problem, and what is deemed to be the preferred solution. In this way,
analysis of such documents provides an important element in the critical analysis
of texts.

Apart from documents at a societal or macro level, there are other official docu-
ments at an institutional or micro level which can be just as important to the disposal
and destiny of individuals. These are organizational records which define what is, or
is not, problematic about individuals, which put forward explanations for behaviour
and actions and which record decisions relating to outcomes. Of course, such indi-
vidual records are not necessarily separate from official documents operating at a
societal level in so far as there is often a close connection between the formulation
of concepts, explanations and solutions at one level and such formulation and appli-
cation at another. Official records from a variety of settings have been examined. For
example, Kitsuse and Cicourel (1963), working within an interpretative approach,
analyzed pupils’ records to make assertions about the labels and stereotypes assigned
by teachers, and about the consequences of these. Anne Worrall (1990), working
within the critical approach, examined the discourses of solicitors, magistrates, psy-
chiatrists and probation officers, and the consequences these have for the disposal of
women offenders.

Research reports Finally, documents of particular interest to us in a book on
research methods are reports of social science research written by academics and
other researchers (perhaps government-sponsored researchers). The position taken in
this chapter is that such reports should not be treated as objective, accurate state-
ments of ‘fact’, but as documents which require examination and challenge in terms
of what they define as problematic, the way in which such problems are opera-
tionalized, the forms of explanation put forward and the policy implications which
flow from them. A critical analysis of particular research reports is important in
instances where such reports have a high profile or hold an influential position in the
public domain.
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BBooxx  1122..11 A classification of documents

Authorship

Personal Official

Private State

Closed 1 5 9
Access Restricted 2 6 10

Open-archival 3 7 11
Open-published 4 8 12

Source: Scott, 1990: 14

A Typology of Documents
Scott (1990) has produced a typology of documents based on two main criteria:
authorship and access (see Box 12.1). ‘Authorship’ refers to the origins of docu-
ments and under this heading he distinguishes ‘personal’ documents from ‘official’
ones (which have their source in bureaucracies). Official documents are further sub-
divided into ‘state’ and ‘private’ (non-state: for example, business annual reports and
accounts). The second criterion, ‘access’, refers to the availability of documents to
individuals other than the authors. ‘Closed’ documents are available only to a limited
number of insiders, usually those who produce them; ‘restricted’ documents are
available on an occasional basis provided permission has been granted; ‘open-
archival’ documents are those documents which are stored in archives and are avail-
able to those who know of them and know how to access them; ‘open-published’
documents are the most accessible of all and are in general circulation.

Such classifications can be useful in themselves. However, for Scott (1990) the
usefulness of a classification based on the criteria he suggests is that it poses four
key questions pertaining to the validity of particular documentary sources. Who has
and has not authored a document, and the degree to which a document is accessible
or withheld, influences its authenticity (whether it is original and genuine), its cred-
ibility (whether it is accurate), its representativeness (whether it is representative of
the totality of documents of its class) and its meaning (what it is intended to say).

CCrriittiiccaall  SSoocciiaall  RReesseeaarrcchh

Harvey (1990: 1) distinguishes critical social research as follows:

Critical social research is underpinned by a critical-dialectical perspective which attempts
to dig beneath the surface of historically specific oppressive social structures. This is con-
trasted with positivistic concerns to discover the factors that cause observed phenomena or
to build grand theoretical edifices and with phenomenological attempts to interpret the
meanings of social actors or attempt close analysis of symbolic processes.
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This quotation reveals some of the differences between critical research and, on the
one hand, positivism (which is often, but not exclusively, associated with quantita-
tive research such as surveys, experimentation and content analysis) and, on the
other hand, phenomenology, which is roughly equivalent to what we have termed the
interpretative tradition (and often, but not exclusively, associated with ethnographic
research). The differences that are highlighted are as follows: first, positivism
emphasizes explanations cast in causal terms, whereas critical research does not;
secondly, while both interpretative and critical perspectives are concerned with
social meanings, the former places emphasis on how these are generated in small-
scale interactions, whereas the latter seeks to analyze them critically in terms of
structural inequalities in society (for example, class, race or gender inequalities).

Within the social sciences, the critical tradition owes much to Marx or to rework-
ings of Marx by other writers. Critical research which is influenced by this source is
concerned with social structural inequalities founded on class inequalities. The work
of the American sociologist, C. Wright Mills, was influenced by the Marxist tradi-
tion but was less explicitly class-based in directing its attention at bureaucratization
in mass society and at the concentration of power in a power elite (see especially
Mills, 1956). During the 1970s, the critical tradition received impetus from the rise
of Black movements and from feminism. This led to the examination of structures
founded on race and gender inequalities.

There are variations within the critical tradition. Nevertheless, a number of central
assumptions are discernible. First, prevailing knowledge (for example, that provided
in official documents such as reports of Royal Commissions) is viewed as being struc-
tured by existing sets of social relations which constitute social structure. Secondly,
this structure is seen as oppressive in so far as there is an unequal relation between
groups within it and in so far as one or more groups exercise power over others.
Thirdly, the inequality, power and oppression are rooted in class, race or gender or
some combination of these. Fourthly, the aim of critical analysis is not to take pre-
vailing knowledge for granted or to treat it as some ‘truth’, but to trace back such
knowledge to structural inequalities at particular intersections in history. In doing so,
it is considered important to examine the role of ideology in the maintenance of
oppression and control and also the way in which social processes and social institu-
tions operate to legitimate that which is treated as knowledge. Ultimately, the aim of
critical research and analysis is to confront prevailing knowledge – and the structures
which underpin it – by providing an alternative reading and understanding of it.

A final point relates to emancipation. For Fay (1987), for example, it is not suffi-
cient that critical research enlightens oppressed groups by providing an analysis of
the root causes of such oppression. Such enlightenment should lead to emancipation:

By offering this complex set of analyses to the relevant group at the appropriate time in the
appropriate setting, a social theory can legitimately hope not only to explain a social order but
to do so in such a way that this order is overthrown. (Fay, 1987, in Hammersley, 1993: 36)

The twin concepts of ‘deconstruction’ and ‘reconstruction’ are central to much
critical research. Deconstruction is the process by which prevailing knowledge, or
any construct within it, is broken down into its essential elements. This can involve
the collection of empirical data and the examination of such data in relation to the
abstract constructs that constitute knowledge. Reconstruction involves the rebuilding
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of a construct in terms of the oppressive social structural arrangements which underpin
it and sustain it.

An example is required in order to illustrate what is otherwise an abstract set of
prescriptions for analysis. We can take the construct ‘housework’, which can be
deconstructed or broken down in terms of a set of activities and tasks which are
viewed within prevailing knowledge as constituting its essence (for example, wash-
ing dishes, ironing clothes). The process of reconstruction involves an examination
of this construct in terms of wider structural arrangements, especially gender
inequalities in society. It may also provide an analysis in terms of class (e.g. a study
of working-class housewives) and class and race (e.g. a study of Black working-class
housewives). Such reconstruction views ‘housework’ not as a set of activities, such
as washing dishes, making beds and so forth, but as an exploitative relationship
within a social structure with patterned inequalities and oppressions.

Critical Analysis of Documents
Critical analysis is explicitly theoretical. However, empirical work has been and is
carried out, including social surveys, detailed interviews, social history research,
participant observation and, of course, the analysis of documents. (For examples of
the use of each of these in critical research, see Harvey, 1990.) The contribution which
the analysis of documents can make within the critical research tradition is outlined
by Jupp and Norris (1993). Their exposition is based upon ‘discourse analysis’, an
important development within the critical paradigm, stemming from the work of the
French social theorist Michel Foucault. In general terms, discourse analysis has a
number of features. One key assumption is that discourse is social, which indicates
that words and their meanings depend on where they are used, by whom and to
whom. Consequently, their meaning can vary according to social and institutional set-
tings and there is, therefore, no such thing as a universal discourse. Secondly, there
can be different discourses which may be in conflict with one another. Thirdly, as well
as being in conflict, discourses may be viewed as being arranged in a hierarchy: the
notions of conflict and of hierarchy link closely with the exercise of power. The con-
cept of power is vital to discourse analysis via the theoretical connection between the
production of discourses and the exercise of power. The two are very closely inter-
woven and, in some theoretical formulations, are viewed as one and the same.

BBooxx  1122..22 A discourse-analytic research agenda

1 What public and/or institutional discourses are important in terms of
knowledge of what is ‘right’ and what is ‘wrong’?

2 In what kinds of documents and texts do such discourses appear?
3 Who writes or speaks these discourses and whom do they represent

or purport to represent?
4 What is the intended audience of such writing or speech?
5 What does a critical reading of these documents uncover in terms of:

(Continued)
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BBooxx  1122..22 (Continued)

(a) what is defined as ‘right’ and ‘wrong’ and therefore what is seen
as problematic;

(b) what explanation is offered for what is seen as problematic;
(c) what, therefore, is seen as the solution?

6 What does a critical reading of these documents tell us about

(a) what is not seen as problematic;
(b) which explanations are rejected or omitted;
(c) which solutions are not preferred.

7 What alternative discourses exist?
8 How do these relate to ‘internal differentiation’ within and between

semi-autonomous realms of control?
9 What does a critical reading of these alternative discourses tell us?

10 Is there evidence of negotiation with, or resistance to, dominant
discourses?

11 What is the relationship between the discourses and social conflict,
social struggle, hierarchies of credibility, order and control and, most
of all, the exercise of power?

12 Are discourses, knowledge and power pervasive or reducible to
class, class conflict and struggles refracted through one source, the
state?

Source: Jupp and Norris, 1993: 50

The Foucauldian approach to discourse analysis is distinctive on a number of
counts, including the position that discourse and power are one and the same:
‘Power produces knowledge, they imply one another: a site where power is exer-
cised is also a place at which knowledge is produced’ (Smart, 1989: 65). What is
more, Foucault’s position is that there is not one focus of knowledge and power (the
state) but several:

His viewpoint is that strategies of power and social regulation are pervasive and that the
state is only one of several points of control. This is an important divergence from
Marxist analysis. For Foucault there are many semi-autonomous realms in society, where
the state has little influence, but where power and control is exercised. In this way
Foucault’s notion of the pervasiveness of loci of regulation and control encourages
research about discourses in a range of institutional settings. (Jupp and Norris, 1993, in
Hammersley, 1993: 49)

The ways in which research may be carried out in such settings are laid out in the
‘research agenda’ suggested by Jupp and Norris (see Box 12.2). The ‘agenda’ brings
together questions which typically would be asked in a critical analysis of docu-
ments, especially with reference to discourse analysis. It is unlikely that any given
analysis will deal with all these questions; rather, it will tend to focus on some to the
exclusion of others.
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Critical analysis, and discourse analysis in particular, has a tendency towards the
theoretical. It is appropriate, especially in a book concerned with social research
methods, to consider how an abstract set of ideas and concepts can be converted into
a programme for research. This will be done in the following sections via a number
of case studies, each of which uses different types of documents and represents a
different selection of research questions, from the above agenda, with which to
address the documents.

The first case study is of a fictitious research proposal to carry out discourse
analysis on what – using Scott’s typology (Box 12.1) – can be called ‘state’ docu-
ments which are ‘open-published’; that is, they are in general circulation. This case
study is especially useful because it shows how a particular theoretical system can
be turned into a programme of research. The second case study shows the end prod-
uct of a critical analysis of an open state document. It illustrates the conclusion that
one social scientist, Mike Fitzgerald, reached after a critical ‘reading’ of a report on
prisons. The third case study is based on institutional records and transcripts of
detailed interviews with professionals in the criminal justice system to examine
decision-making regarding the disposal of women offenders. The final case study
involves a different form of document, a report of survey findings produced by
social researchers. This case study illustrates the difference between a critical
analysis of text and a ‘technical’ evaluation of research design and the findings
derived from it.

Case Study 1: A Proposal for Critical Analysis

AAccttiivviittyy  1122..11  ((aallllooww  3300  mmiinnuutteess))

You should now read Box 12.3, an example of a research proposal based on
critical analysis of a text. Write notes on these questions:

1 Which, if any, of the research questions included in the agenda outlined
earlier are represented in the proposal?

2 What method of enquiry is advocated?

The research proposal puts the analysis of the report of the Woolf Inquiry at its
centre. In doing so, it enlists theoretical ideas from Foucault, particularly the view-
point that society comprises an array of discourses which express and produce moral
norms defining what are ‘right’ explanations and techniques of control. The report
of the Woolf Inquiry is one such official discourse relating to prisons. It provided
official definitions of what is wrong with prisons, why these problems exist and how
they should be solved. (The precise recommendations are not reproduced here: for a
useful summary and commentary consult Sparks, 1992.) The theoretical ideas
derived from Foucault generate research questions to be asked of the Report at two
levels.
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BBooxx  1122..33 A research proposal

Introduction
The transformation of a sequence of events into what becomes defined as
a deep-seated ‘social problem’ is often marked by the setting up of a pub-
lic inquiry. The theoretical analyzes and moral perspective of such
inquiries play a large part in determining public perception of ‘normality’
and ‘dangerousness’. In 1990 serious rioting took place in Strangeways
Prison, Manchester. The government of the day commissioned Lord
Justice Woolf to conduct inquiries into the rioting. Woolf decided to adopt
a broad interpretation of his terms of reference to address wider issues
which the disturbances raised (for example, physical conditions in prisons,
the use of local prisons to keep individuals on remand, the extent of over-
crowding). The Report of the Woolf Commission was published in 1991
(Woolf, 1991).

Research questions
Two sets of important questions can be asked about the Woolf Report, or,
indeed, any other official report. First, we can try to ascertain the nature
of the official discourse it represents:

• How does Woolf define the problems of prisons in the 1990s?
• What range of explanations does he consider?
• What does he propose as the control solution?

Secondly, and more generaIly, we could investigate the role of such public
‘voices’ as Woolf’s, perhaps by comparing the Report with other official or
quasi-official reports. For example, in relation to crime and criminal justice,
we could undertake ‘readings’ of the Scarman Report on the Brixton dis-
orders of 1981 (Scarman, 1981) or of the Taylor Report on the Hillsborough
disaster (Taylor, 1990). However, we need not restrict ourselves to this
area of concern. Instead, we can investigate a wide range of official
reports (on health, education and housing). The important questions to
ask are:

• What is the audience addressed by these official reports and for whom
do they speak?

• What influence do reports of this kind have on what happens in agen-
cies of social control?

Theoretical frameworks
Much of the interest today in official discourses stems from the influence
of Michel Foucault on social science. Foucault envisages society not as
something ‘out there’ which causes, and is in turn reacted upon by, cer-
tain kinds of knowledge or social policy. Rather, ‘society’ comprises an
array of discourses which exhibit and produce moral norms, theoretical
explanations and techniques of social control. These three aspects of
social regulation are, in Foucault’s view, quite inseparable. So, the first
three research questions listed aim to try to establish the various compo-
nents of official discourse about problems in prisons and the overall
moral climate such discourse creates.

Data analysis282

12-Sapsford -3330-12.qxd  11/15/2005  3:41 PM  Page 282



BBooxx  1122..33 (Continued)

The second set of questions gets us to think about who is represented in
public discourse of this kind. On whose behalf does Woolf speak: the liberal
professions, the ruling class, the Establishment? And whom is he address-
ing: the moral majority, the British public, the respectable white male citizen?
It is important to recognize here that, for Foucault, these ‘subjects’, on both
sides, are not concrete individuals or groups existing outside the field of the
discourse itself. Rather, they are ‘ideal’ positions which are produced in and
through such discourses, serving as powerful moral regulators. The last
questions further reflect Foucault’s view that official discourse is only one
type among others, and that the social priorities established in any given
discourse may well be undercut or qualified by those established in other
discourses (such as those of the media or the police).

Methods of enquiry
This project involved ‘reading’ and reflecting upon Woolf and similar offi-
cial reports, looking closely at the way in which language is used, and at
the values involved, so as to produce the typical ‘subject’ of the discourse.
Reports embody certain types of theory or knowledge – which may be
embodied in policy and institutions – about what or who is the problem,
about what is the explanation and about what is the ‘correct’ solution.

Considerations of power are deep-embedded in such theory and knowl-
edge. The purpose of ‘reading’ is to apprehend such theory, knowledge
and power. This type of approach does not accept a distinction between
the ‘theoretical’ and the ‘empirical’ modes of investigation.

First of all, one set of questions is asked of the document itself. These questions are
concerned with what is defined as problematic (and, by implication, what is not
defined as problematic); the explanations or theories that are provided (and, by
implication, the explanations that are omitted or rejected); the solutions that are
offered (and, by implication, the solutions that are rejected). These are typical of
questions 5 and 6 of the research agenda given in Box 12.2.

A second set of questions relates not to the document itself but to the ‘subjects’ on
either side, asking on whose behalf the report speaks and to whom it speaks. These
are close to questions 3 and 4 of the research agenda. Note that, in contrast to an
interpretative approach, the focus in the approach advocated in this proposal is not
upon the actual person who wrote the report, nor is it upon the actual people who
read it. Rather, it is upon ‘ideal’ positions that are produced in and through such dis-
courses, serving as powerful regulators.

With regard to methods of enquiry, the position adopted is in complete contrast to
that of positivist content analysis of documents (which is similar to the analysis of
survey data). There is no reference to formal protocol of categorization, coding and
counting of words, themes, headlines or column inches. Rather, the project involves
‘reading’ and ‘reflecting’ and is founded upon an approach that does not accept that
there are two separate yet interrelated activities of theorizing and empirical research
carried out by two different kinds of people: theorists and research technicians.
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Case Study 2: Critical Analysis of a Public Document
The second case study is based on an article entitled ‘The telephone rings: long-term
imprisonment’, by Mike Fitzgerald (1987), which represents a critical analysis of a
public document about prisons: the Report of the Control Review Committee.
Fitzgerald focuses on a number of official reviews, inquiries and policy papers that
have followed disorders in prisons, with a view to uncovering the principles of penal
policy that underpin their recommendations. In terms of the typology outlined earlier,
the documents can be classified as official state open published.

In his consideration of the Report of the Control Review Committee, in particular,
Fitzgerald focuses on three main areas that make up what he calls the ‘general orien-
tation’ of the Report. This general orientation, and its three sub-areas, constitute the
object of analysis. First, he is concerned with the concepts that the Committee
employs to define that which it sees as problematic, and he then goes on to decon-
struct some of these concepts to see how they themselves are defined. For example,
he notes that ‘control’ is central to the Committee’s conceptualization and also that
control is defined in terms of the control of the prisoners themselves, instead of in terms
of problems in the Prison Service. In short, this form of analysis asks why certain kinds
of concepts, defined in certain ways, are placed on the public agenda.

Secondly, he is concerned with the kinds of solution that emerge from the
Committee’s thinking. As he points out, such solutions are largely in terms of new
prison designs to increase security and control and not in other terms, such as
improving prisoner-staff relations. The preferred solution does not stand in isolation
but flows directly from the way in which the Committee conceptualizes what is seen
as being problematic in the prison system.

Thirdly, Fitzgerald analyzes the implicit theory of management that underpins
both the conceptualization of the problem and the preferred solution and its imple-
mentation. As Fitzgerald argues, he is not against management per se but questions
the rigid hierarchical theory of management that dominates the thinking of the
Committee.

At this point it is appropriate to summarize some of the key features of the criti-
cal approach to documents in the light of Fitzgerald’s analysis of the Report of the
Control Review Committee.

1 The sources of data are often, but not always, official texts which are important
at a macro level in so far as they put forward conceptualizations regarding, in this
case, the prison system, although they could refer to any other element of the
social system.

2 The method does not exhibit the formal protocols of quantitative content analy-
sis (categorizing, coding, counting), but is a critical reading of texts aimed at
uncovering how problems are defined, what explanations are put forward and
what is seen as the preferred solution. It also seeks to bring to the surface that
which is rejected in the text and that which does not even appear: what is not seen
as problematic, what explanations are not considered, and what are not the
preferred solutions. In other words, the analysis is concerned with how official
documents frame the public agenda.

3 Fitzgerald is not solely concerned with analyzing the definitions, explanations
and solutions put forward in official documents, but seeks to challenge them and
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suggests alternative proposals and viewpoints. In this sense, the methodological
approach is not exclusively a critical reading of the text, but is also a challenge
to the text.

4 The paper is concerned solely with the ‘communication’; that is, with the text. It
could have gone beyond this by examining the ‘senders’ and the ‘recipients’. Had
it done so it would not have been concerned with the identity of individual
authors or with the meanings they bring to the text as someone from the inter-
pretative tradition would be, but with the section of society for whom the docu-
ment speaks, and with the consequences for the prison system and its inhabitants.

Case Study 3: Critical Analysis of Decision-making
The next example, also within the critical tradition, is slightly different from the pre-
ceding two case studies, in so far as it is not concerned with macro state-originated
documents. Rather, it involves transcripts of detailed interviews with ‘experts’ within
the criminal justice system and institutional records. What is more, it is not solely
concerned with one discourse, namely that represented in official state reports on
prisons, but with a multiplicity of interacting discourses which have consequences
for the decisions made regarding women who offend.

Anne Worrall’s Offending Women (1990) is concerned with the ways in which
female offenders experience different treatment from that experienced by male
offenders. She examines how this situation occurs and is perpetuated, and also charts
the implications for women offenders. This is done by analyzing the discourse
surrounding women’s deviancy. This discourse is accessed by interviews with pro-
fessionals in criminal justice and welfare agencies – probation officers, magistrates,
solicitors, psychiatrists – as well as women offenders themselves. The transcripts of
such interviews represent documents appropriate for critical analysis. In addition,
Worrall had access to case records of offenders made available by probation officers.

The position taken by Worrall eschews social science which, on the one hand, is
concerned with the search for universal properties and causes and, on the other hand,
is solely concerned with social meanings. She is not interested in questions of what
is the ‘truth’, but rather with ‘the relationship between those who claim to know the
“truth” and those about whom they claim to know it’ (Worrall, 1990: 6). In turn, this
relates to the question, ‘What is it that endows certain individuals to have such
knowledge and to apply it?’ These are the hallmarks of critical analyzes in general
and of discourse analysis in particular.

The relationship between power and knowledge is vital to such analyzes.
Worrall’s viewpoint is that knowledge does not of itself give power. Rather, those
who have power have the authority to know. In this context, such people are magis-
trates, probation officers, solicitors and psychiatrists. Power is not reducible to one
source, class (as Marxist analyzes would have it), but exists in all social relations. In
this case, it exists in the relations between women offenders and those who make
decisions about them, and also in the relations between such decision-makers them-
selves. Within this analysis, the exercise of power is not the naked oppression of one
group by another but the production and subtle application of coherent ‘knowledge’
about other individuals which has consequences for what happens to these individuals
(for example, Social Inquiry Reports, written by probation officers about offenders,
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which can influence decisions taken about such offenders). This is discourse as discussed
in the section on ‘Documents, Texts and Discourse’.

Discourses have implications for practice in terms of programmes, technologies
and strategies: that is, coherent sets of explanation and solutions, ways of imple-
menting these solutions and strategies of intervention. The discussion of discourse
analysis (see ‘Critical Analysis of Documents’ above) indicated that there can be
differing and competing discourses. In this respect, Worrall suggests that the power
of the offender lies in the ability to resist, and even refuse, the coherent and homo-
geneous discourse of ‘experts’: ‘By demonstrating the existence of heterogeneity
and contradiction, the speaking subject is helping to keep open the space within
which knowledge is produced’ (Worrall, 1990: 10). In the main, however, women
offenders remain markedly non-resistant and ‘muted’.

The methodological approach is one of a case study of detailed interviews with
magistrates, probation officers, psychiatrists and solicitors and of institutional
records and reports. It has no claims to randomness or representativeness (as, for
instance, a social survey would) and it seeks to generalize via theorizing rather than
by reference to probability theory (again, as a survey would): ‘The adoption of this
particular mode of theorizing women’s experiences calls for a method of research
which rejects notions of generalizability through probability in favour of generaliza-
tion through theoretical production’ (1990: 12). As with the first case study, there is
rejection of the viewpoint that there are two distinct activities, theorizing and empir-
ical enquiry.

The main conclusion of Worrall’s work is that women are ‘muted’ within the
criminal justice system by being subject to the multiple discourses of the ‘experts’ who
are authorized to present coherent knowledge concerning problems, explanations
and solutions and who deny legitimacy to the discourses of the women themselves.
Worrall’s analysis involves deconstructing the discourses of the ‘experts’. Despite
the power and authority of such discourses, offenders develop means of resisting
them by exploiting construction within them:

Yet, while much of the women’s resistance is individualistic, inconsistent and, in some, self-
destructive, it has the important effect of undermining the authority of official discourses and
keeping open the possibility of the creation of new knowledge about them – both as women
and as law-breakers. (Worrall, 1990: 163)

The contribution which this case study makes to the discussion of critical analysis
is that, in comparison with the other examples, it shows that there can be a multipli-
city of discourses, that these can operate in subtle ways, that there can be resistance
to prevailing discourses, and that outcomes have a good deal to do with the positions
of particular discourses in the hierarchy of legitimacy and authority.

Case Study 4: Critical Analysis of a Research Report
The final case study relates to the critical analysis of a research report. This is done
to emphasize that such reports are themselves documents and as such are not
immune from critical analysis. It is also done to emphasize that social science
research reports are social constructions with their own in-built assumptions about
what is problematic and why.
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Almost any output from social science research would be appropriate by way of
illustration. Here the selection is from the Cambridge Study of Delinquency
Development, a prospective longitudinal study of 411 males in the London Borough
of Camberwell, started in 1961. At the time when they were selected for inclusion in
the sample the target males were eight years old.

The primary aim of the programme of research was to describe the development
of delinquency in inner-city males and to investigate how far delinquent and crimi-
nal behaviour can be predicted in advance. In addition, the researchers wanted to
explain why certain individuals continue offending into adulthood. The sample
members were interviewed at various points of time from the age of eight up until
their thirties. About one fifth of the sample had been convicted of criminal offences
as juveniles. These members differed significantly from the remainder of the sample
on many counts: for example, on a scale of anti-social behaviour. Over one third of
the sample had been convicted of a criminal offence by the time they were 32 years
old. Those who were convicted as juveniles tended to be the persistent offenders at
a later age. Six variables about which data were collected over the period of the
survey are suggested by the researchers as predictors of delinquency: poverty, poor
parenting, family deviance, social problems, hyperactivity (plus impulsivity and
attention deficiency), and anti-social behaviour. There have been many outputs from
the Cambridge Study. One summary of findings is provided in Farrington (1989).

AAccttiivviittyy  1122..22  ((1155  mmiinnuutteess))

Chapters 1 and 2 of this book cover various aspects of survey sampling. (Indeed,
the Cambridge Study is outlined in Chapter 1 as an example of a longitudinal
study.) In using the principles addressed in these chapters, either to plan survey
research or to assess research reports, one would be led to what can be called a
technical evaluation. This involves asking the fundamental question: ‘What
would fellow researchers and policy-makers ask of the research design of any
study in order to gain an assessment of the validity of the findings derived from
it?’ Look back over these chapters and consider what features of the research
design of the Cambridge Study you would address in order to assess its validity.
(If possible, refer to the summary presented by Farrington, 1989.)

Typically, a technical evaluation would be concerned to examine the representative-
ness of the sample and the validity of making generalizations from the sample to
wider populations. The survey involved a sample of 411 working-class, predomi-
nantly white boys. This makes generalizability to girls, to the middle class and to
ethnic minority groups questionable. A second question to be asked in a technical
evaluation relates to sample attrition or drop-out, which is especially relevant to a
longitudinal study requiring long-term commitment on the part of sample members
and detailed procedures to ensure that they can be traced and contacted. Two aspects
are particularly important: the size of the drop-out can seriously deplete the sample,

Documents and critical research 287

12-Sapsford -3330-12.qxd  11/15/2005  3:41 PM  Page 287



and the drop-out may affect the representativeness of the sample in so far as the
drop-outs and those who are difficult to trace may have distinctive features and expe-
riences which correlate with delinquency. Other aspects to consider in a technical
evaluation include the possibility of fading relevance (the issues addressed at the
beginning of a longitudinal study may have little relevance at the end), expectancy
effects (the sample members may become so accustomed to the themes of the study
that they answer questions in the ways which they believe are expected of them), and
causal inference (the researchers may make fallacious inferences regarding causal-
ity on the basis of correlational evidence).

AAccttiivviittyy  1122..33  ((1155  mmiinnuutteess))

The reason that attention has been paid to matters to be addressed in a techni-
cal evaluation is that it facilitates comparison with matters to be addressed in a
critical analysis. Reflect back over this chapter and consider what questions
should be asked in carrying out a critical analysis of what you know about the
Cambridge Study.

The sophistication of such a critical analysis will obviously depend on the level of
knowledge of the Cambridge Study and of criminology in general. However, at an
elementary level, a number of key points can be made. For example, the agenda pre-
sented in Box 12.2 provides a starting point, and within that agenda questions 5 and
6 are especially crucial. Question 5 concerns what is seen as problematic, and what is
seen as the solution. In the Cambridge Study, the central problem is conceptualized
in terms of delinquent behaviour and subsequent criminal behaviour in adulthood in
modern British society. Farrington (1989) describes those engaging in such behaviour
as working-class males who are typically characterized by tattoos, heavy drinking,
heavy smoking, drug-taking and fighting. The explanation is in terms of the six pre-
dictors mentioned above about which the researchers collected data throughout the
study. The solutions are based upon using the six predictors to identify those who are
likely to offend, followed by intervention in their lives in order to influence what are
seen as the causal agents, thereby diverting individuals from potential criminal
careers. Some of the ‘solutions’ that have emanated from this kind of analysis,
although not necessarily directly from the researchers themselves, have included edu-
cation and guidance for parenthood, pre-school education for children of disadvan-
taged parents and family support programmes for so-called ‘problem families’.

Asking question 6 in the research agenda – what is not asked in the research –
gives a critical edge to the analysis. This is not to be critical of the authors as indi-
viduals or as researchers; rather, it is to question what is missing in order to uncover
and clarify the assumptions built into the discourse of the research report. With
regard to the Cambridge Study, what is not identified as problematic is the range of
other types of criminal activity typically associated with white-collar and corporate
crime; the people who are not seen as problematic are middle-class men who wear
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suits, drink wine and work in key financial institutions; and the kinds of explanation
that are not assembled are those in terms of crime as an outcome of power, opportu-
nity and structural inequalities in society. Instead, the explanation emphasizes
individual and familial variables, which is consistent with the dominant discourse
about crime and other forms of behaviour in the 1990s.

CCoonncclluussiioonn

Critical research is not confined to the analysis of documents (see, for
example, Harvey, 1990). However, the focus in this chapter has been on
critical analysis of documents, especially in terms of documents as media
for discourses. The four case studies have illustrated a range of key points
regarding such analysis. For example, it can involve official public docu-
ments addressing macro issues, or it can involve institutional or personal
documents influencing the disposal of individuals at a micro level. Critical
analysis is characterized by not taking for granted what is being said in a
document and what is often assumed to be ‘knowledge’.

There are no formal protocols to the strategy of analysis, as there are,
say, in the design of an experiment or a survey. Instead, critical analysis
involves uncovering what is being treated as knowledge – often by
addressing what is not being treated as knowledge – and examining the
consequences of such knowledge. Critical analysis is different from techni-
cal evaluation, and as such asks different questions from those asked by
other styles of research. In all of these senses, critical researchers go about
their business in different ways from those employed by other researchers.

KKeeyy  TTeerrmmss

CCrriittiiccaall  aannaallyyssiiss examining the assumptions that underpin an
account, and probably the institutions and social structures within which
it was produced and/or is being used.

DDeeccoonnssttrruuccttiioonn breaking down a prevailing knowledge into its essen-
tial elements.

DDiissccoouurrssee (here) ideas, statements or knowledge dominant at a
particular time among a particular set of people.

RReeccoonnssttrruuccttiioonn rebuilding a construct to emphasize or to overcome
underlying oppressive elements.

FFuurrtthheerr  RReeaaddiinngg
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RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  1122

Documents can be used in a variety of ways in social research. For example, an
examination of documents is central to a literature search and evaluation, culmi-
nating in the formulating of research problems, questions and hypotheses. With
regard to research design, especially survey research design, a reading of relevant
documents can give insights into how a population ought to be defined, in
terms of the significant groups or sub-groups to be included, and how the sample
should be selected, perhaps in terms of appropriate stratification factors to use.
Documents can also be used to suggest topics to be covered in questionnaires,
and to help in the formulation of questions in ways that are understandable by
informants.

In such instances, documents are being used as resources in research. This
chapter, however, has been concerned with documents as objects of research.
A research proposal concerned with the critical analysis of documents as
objects of research should address the following questions:

1 What documents are central to the research problem?
2 How can these be characterized in terms of what Scott (1990) calls ‘access’

and ‘authorship’, and what are the implications in terms of authenticity, credi-
bility, representativeness and meaning?

3 Are the documents and their features appropriate for critical analysis (for
example, in terms of representing discourses)?

4 What questions should be asked of these documents in order to map the
central features of such discourses (for example, what is seen as problem-
atic by the authors of the document, what explanations do they provide and
what solutions)?
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PART IV

CONCLUSION

13

Ethics, Politics and Research

Pamela Abbott and Roger Sapsford 

The evaluation and planning of research is, of course, concerned with the
‘technical’ questions that have formed the main bulk of this book. Beyond
these, however, there is another important aspect of research evaluation:
looking at the ethics and politics of particular research programmes and
of the research process as a whole. In many ways, this chapter ought to
have come first in the book, underlying as it does all the decisions we
make about research. It is placed here, however, because we need to
understand the technicalities of research in its social context before we
can fully consider their political and ethical impact.

We need to look at ways in which what is taken for granted in our ordinary lives is
also taken for granted in research (often thereby supporting one side of a ‘political’
issue at the expense of another) and how we can perhaps start to overcome our own
‘cultural blinkers’. We need to look also at the relationship of researchers to the ‘sub-
jects’ of the research and their interests and to the needs and interests of the wider
society. When considering questions of ‘harm to subjects’, we need to bear in mind
that research is embedded in people’s real lives and it is not just the subjects of
research who may be harmed, but those of whom they are taken as representative or
typical, or even people who are not part of the research in any sense at all. This is less
likely to be the case in the social sciences than, say, applied physics or environmental
science, but we need to be aware that the possibility of harm exists. Careful consid-
eration needs to be given to the ways in which anyone whose interests are touched by
the research might be harmed by it or by the dissemination of its conclusions.

Much of this chapter is about the ethical and political issues which appear in
research to be technical ones: the ways in which the choice of measuring instruments
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and the selection of samples express assumptions which may not be neutral in respect
of power relationships. Our examples are mostly drawn from fields where complex
concepts are expressed in complex measuring instruments – intelligence, achievement
and personality. The points we want to make about them, however, also hold true for
much simpler concepts, and for concepts used in participant observation and ‘unstruc-
tured’ interviewing, as much as for the sort of highly structured research which calls
for measuring instruments to be constructed. Ultimately, all research stands or falls by
the way in which the researcher conceptualizes the field of study: in the design of the
study, in the way that measures are defined and measuring instruments constructed, in
how the data are coded or clustered or segmented for analysis and in the decisions the
researcher makes about what it is important to report and what sense to make of it.

In the next section we look, not at the measurements themselves, but at some of the
purposes to which widely used measuring instruments have been put and at what kind
of theory underlies them or is implicit in them. We look at the use of intelligence tests
for purposes that would now be regarded as racist – or at least discriminatory in a
pejorative sense – to declare some people unfit to be citizens, and indeed to exclude
immigrants of certain nationalities. We look at the use of concepts of intelligence and
achievement, and the whole paraphernalia of measurement that goes with them, to
help reproduce a particular type of social order and a set of taken-for-granted beliefs
about the world. We look, in other words, at researchers in their social context and the
role of research ideas in maintaining and interpreting that context.

Finally, we look briefly at the suggestions sometimes now made that ideological
perspectives are reproduced, not just by what we measure or how we measure it, but
by the overall ‘style’ in which we conduct research and what it takes for granted
about the nature of the social world. Questions are raised about the normal relation-
ship of researchers to the researched, about the ownership of data and about the
status of knowledge and expertise. In other words, we look at the politics of research.
The fact that we normally take the answers to these questions for granted makes
them no easier to answer once the questions have been raised and made explicit.

Nationally and internationally there is a growing concern about providing guide-
lines and codes of conduct for the practice of research involving human subjects in
the health, behavioural and social sciences. Most of the professional social science
associations in the UK, for example, have professional codes of conduct which mem-
bers are expected to follow. Broadly, these voluntary codes or guidelines encompass
the conduct of all research practice, whether or not human subjects are involved in
research. While on the one hand such codes are welcomed as providing guides and
some degree of confidence in the ways research is conceptualized, carried out and
the findings reported and used, there is some concern about the possible loss of
academic freedom and that important areas of social life may be excluded from
research. While the codes are voluntary, compliance with them is at least to some
extent secured through a variety of mechanisms. These include the peer/expert
review of research proposals, academic journal articles and proposals for books, as
well as the requirements that employers may place on employees. More specifically,
proposals often have to get ethical approval before research can begin (see below).

The European Union is funding a project – RESPECT (www. respectproject.org) –
to develop a voluntary code of practice covering the conduct of socio-economic
research, with the aim of ensuring that there are common standards of research
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practice within the European Research Area that are transparent and universally
agreed. The RESPECT Code is based on three main principles:

1 upholding scientific standards
2 compliance with the law 
3 avoidance of social and personal harm.

It recognizes that the elements and principles of the code may come into tension
or even conflict and that judgements and compromises may have to be made. All
researchers should consider these three areas explicitly when they are designing, car-
rying out and reporting on research findings. However, there are not always right and
wrong answers, and, ultimately, value judgements may have to be made. The key
thing is that decisions should be defensible. 

EEtthhiiccss  aanndd  RReesseeaarrcchh

Research ethics has become an area of much greater concern in recent years, with
many universities and research funders requiring that research receives ethical
approval before it is carried out. Many professional associations have guidelines for
members on research ethics, and these are generally available on their web sites. The
guidelines issued by the Social Research Association are very detailed and have a
guide to useful links as well as a list of references (www.the-sra.org.uk). All research
that involves NHS patients in the UK has to gain approval from Local/Regional
Medical Ethics committees, and the Department of Health Research Governance
Framework will require that all research involving human subjects carried out on
NHS premises, in social care settings or otherwise involving NHS patients, social
care clients and/or employees, shall gain ethical approval (Research Governance
Framework for Health and Social Care). The Economic and Social Science Research
Council is funding a project to devise a Framework for the Evaluation of Social
Science Research Ethics (www.york.ac.uk/res/ref). Part of the work of the European
Union RESPECT Project is to provide guidelines for conducting ethical socio-economic
research (see Dench et al., 2004). It is important, then, to recognize that all research
that involves human subjects is increasingly subject to ethical scrutiny, and this
includes research carried out by students – undergraduate as well as post-graduate.
Many universities now require that all student research is subject to ethical approval
as well as the research of staff, non-funded as well as funded. 

Research ethics, however, need to be addressed throughout the whole life of a
research project and not just at the outset. It is important that researchers stay alert
to this. Making ethical decisions nearly always involves making judgements in the
light of dilemmas. There are rarely right and wrong answers – rarely one straight-
forward answer, even. Ethical decisions have to be made by explicitly balancing
basic ethical principles. The RESPECT guide lists 17 principles that the authors suggest
are integral to ethical socio-economic research and that researchers should endeav-
our to meet (Dench et al., 2004).

1 The research aims of the study should benefit society and minimize social harm
2 Professional integrity should be balanced with respect for the law
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3 In the commissioning and conduct of research there should be respect for and
awareness of gender difference

4 In the commissioning and conduct of research there should be respect for all
groups in society, regardless of race, ethnicity, religion or culture

5 In the commissioning and conduct of research there should be respect for
underrepresented social groups and attempts made to avoid their further social
exclusion

6 The concerns of stakeholder and user groups should be addressed
7 Appropriate research methods should be used, selected on the basis of informed

professional expertise
8. The research team should have the necessary professional expertise and support
9 The research process should not result in unwarranted material gain or loss for

any participant
10 Findings should be reported accurately 
11 Any potential disadvantage to participants should as far as possible be avoided
12 Reporting and dissemination of findings should be carried out in a responsible

manner
13 Methodology and findings should be available for discussion and peer review
14 Debts to previous research should be fully acknowledged
15 Participation in research should be voluntary
16 Decisions to take part in research should be on the basis of informed consent
17 Data are treated with appropriate confidentiality and anonymity

Research participants are protected from undue intrusion, distress, physical discom-
fort, personal embarrassment or psychological or other harm. A first principle of research
ethics – to be found in all the various codes of conduct imposed by professional and
academic organizations – is that the subjects of the research should not be harmed by
it. You might think this obvious, but some quite startling breaches of it have been
committed in the course of research. In 1969, for example, a United States medical
doctor called Godzeiher established a study to test the side-effects of birth control
pills which involved a control group receiving only a placebo (a sugar pill) without
their knowledge; seven unwanted pregnancies ensued. In the 1930s another US study
sponsored by the US Public Health Service appears to have studied the course of
syphilis by withholding treatment from 100 black sufferers, who were then examined
and observed at intervals. These studies are discussed in Chapter 1 of Smith (1975).
Among projects which involved closer and more personalized interaction with the
‘subjects’, we might cite Milgram’s 1974 work on conformity to authority, which
involved subjects being in the position of apparently administering near-lethal elec-
tric shocks to students in a learning task, and Zimbardo’s ‘simulated prison’ experi-
ment, where he divided up a group of students into ‘prisoners’ and ‘guards’ and set
up a mock prison in a university basement (Haney et al., 1973). Milgram’s experi-
ment, as he reports himself, left students anxious and traumatized, and Zimbardo’s had
to be called off ahead of time because of the distress of some of the ‘prisoners’ and the
behaviour of some of the ‘guards’. Indeed, the American Psychological Association
has banned replication of Milgram’s experiments by its members.

The counter-argument which might be put forward (and was by Zimbardo in
1973) would be that the importance of the conclusions outweighed the pain caused
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by the research. Both Milgram and Zimbardo have justified their work by arguing
that it was important to demonstrate in clear-cut and graphic terms the influence of
situations on human behaviour. At a time when the atrocities of German and Japanese
prison camps were being ‘explained away’ in terms of national character and the
behaviour of some police and prison guards attributed to their character and/or rough
working-class upbringing, Milgram and Zimbardo demonstrated, in their different
ways, that ordinary, middle-class people will oppress inferiors, beat them up and
even apply torture on the instruction of an authoritative other, or in response to their
perception of the situation and its demands. Whether inflicting pain or distress is
ever justified by the importance of a research topic is a question for each person to
decide individually, but it is an open question. Even people vehemently opposed to
murder might condone some particular act of assassination (for example, of Hitler),
and there comes a point in many people’s thinking where one strong principle has to
give way to another aspect of the public good.

Whatever your stance on these extreme studies, you ought to note that precisely
the same ethical problems are faced, though in less dramatic form, by all experi-
ments and many other research studies. We would generally agree that in ‘ordinary’
research the subject/informant/respondent/participant should be protected from
harm. It is for this reason, among others, that we generally promise informants con-
fidentiality or anonymity in surveys or ‘unstructured’ interviewing projects; inter-
viewing is intrusive, but having your personal details splashed in identifiable form
across a research report is even more intrusive. (As we are using the term, confiden-
tiality is a promise that you will not be identified or presented in identifiable form,
while anonymity is a promise that even the researcher will not be able to tell which
responses came from which respondent).

One ethical principle gaining increasing acceptance is that nothing should be done
to the ‘subjects’ of research without their agreement, and that this agreement should
be based on an adequate knowledge, supplied if necessary by the researcher, of what
is implied by consenting. The concept of ‘informed consent’, however, is no easy
answer to a set of moral dilemmas, because it is neither simple nor clear-cut itself.
Very often, a researcher may be a practitioner within the area of social practice that
is the target of the research and stands in a position of power or influence over the
researched, or is identified with others who do so. The social worker, nurse, prison
officer or teacher, researching his or her own clients, patients, prisoners or pupils,
may have a direct power over the future of the people whom he or she wants as
research informants. Even if not, there is an existing authority or dependency rela-
tionship such that the informants may feel bound to cooperate, however fairly the
request is put. It is also not clear whose informed consent is required, in many cases.
In research into the treatment or handling of elderly people, for example, do we need
the consent of the elderly people themselves, or of their relatives, or of the district
nurses and home helps who provide the immediate care, or of their general practi-
tioners, or of the nursing and social service organizers, or of the management of the
departments in which the practitioners work? All of these are ‘interested parties’ in
the research, and many of them are or could be useful informants.

There is also the question of how far the consent can ever be ‘informed’. To what
extent, lacking the researcher’s knowledge and background, can the other parties to
the research ever understand fully what it is to which they are committing themselves
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and what use will be made of it? (We shall return to the problem of ‘sharing knowledge’
later in the chapter.) As researchers, we are trusted on the whole, by ‘people out
there’, to behave honourably towards them, and they trust that the purpose of our
research is important enough to justify the intrusion into their lives.

In some cases, the very process of giving information to researchers may itself
cause people considerable distress and even long-term psychological problems. This
may be the case, for example, if we want to research sensitive subjects. Examples of
this type of research might include interviewing women who have been raped,
women who have been beaten up by their partners, people who were sexually or
physically abused as children or people suffering from life-threatening illness. Re-living
distressing and painful experiences may be a very potent experience and could cause
long-term psychological distress in some informants. There is also the issue of
whether the gender of the interviewer is problematic. Should men, for example,
undertake research that includes interviewing women about their experience of
being sexually abused by their fathers? Should heterosexual people interview gay
men and women about their sexuality?

A further problem concerns those in whose lives we do not intervene. In a well-
known educational experiment (Rosenthal and Jacobson, 1968), the researchers
picked children from a range of school classes at random and convinced the teachers
that these had been identified as people likely to show a spurt of intellectual growth
in the near future. Sure enough, some of these children did indeed do so, and the
experiment is used as an example of the self-fulfilling prophecy in education. No one
was directly harmed by the research; children were either advantaged or left alone.
If you were one of the ‘control’ children, however, and you read about the experi-
ment afterwards, might you not feel that you too could have shown a spurt if you had
been picked for the experimental sample? The ethics of withholding a treatment
which is expected to have a beneficial effect is a problem much discussed in prac-
tice research, in education and health care.

We should also note that, even in qualitative research such as participant observa-
tion, often considered ethically ‘cleaner’ because there is no direct manipulation or
interrogation of ‘subjects’, ethical problems remain. The most difficult of these con-
cern the relationships formed with participants and the use which is made of them. We
tend to characterize participant observation and relatively unstructured interviewing as
styles which give the participants a chance to express their own views and which treat
them as people in their own right. In practice, however, the conduct even of ethno-
graphic research can be quite Machiavellian. In Jack Douglas’ book Investigative Social
Research (1976) – which you will find refreshingly cynical or surprisingly realistic,
depending on your expectations – the chapter on tactics of investigative research has
as sub-headings ‘Infiltrating the setting’, ‘Building friendly trust and opening them
up’, ‘Setting them up’ and ‘Adversary discombobulating tactics’. In the first three of
these, he points out how ethnographers and social anthropologists slip into the setting
like spies, building relationships for the purpose of using them to extract information.

the right use of friendly and trusting relations is not only a necessity of research, but also a
powerful one … the extensive cultivation of friendly and trusting relations with people in
all kinds of settings has been vital … In building affection and trust it does not matter
whether the researcher is honest or merely doing presentational work … But he must be
convincing. (Douglas, 1976: 134–7)
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Further ethical problems are raised by the extent to which a research project is rooted
in the deception of those involved. It is clearly less reactive, for example, to measure
people’s lives in unobtrusive ways than to make them the subjects of a formal and
public experiment; it may even be less harmful to them, to the extent that the knowl-
edge of being watched or studied might cause distress or anxiety. However, another
way of putting the term ‘unobtrusive measures’ is ‘spying on people without their
knowledge and consent’. Secrecy in research can be an issue in any style, but it is
most evident and therefore most discussed in participant observation. Here the ‘classic’
project would be a covert one, with a researcher joining the social setting as a par-
ticipant (or, indeed, already being there as one) or passing as a genuine participant,
and conducting the research while trying to change the setting as little as possible –
again, ‘spying out the land’ in a very real sense. The alternative is to do the research
openly, declaring one’s role as researcher, which is more reactive and therefore
sometimes less effective, particularly when it is a disapproved behaviour, such as
industrial corruption or racist discrimination, which is the topic of research. Nor is
it clear that perfect openness occurs even in ‘open’ research. On the one hand, the
researcher will not want to tell the actors how to behave or what to say in order to
confirm the researcher’s theories and, on the other, it is not clear that the aims of
research can necessarily be explained to those who do not share the researcher’s
training and background (see the discussion of ‘informed consent’ above).

Less discussed are wider ethical problems to do with the selection of problems and
of samples. By studying girls at school, do we disadvantage boys? By looking for
ways to make community care more effective for those who are receiving it, might
we be doing a disservice to relatives or professionals? Studying youth’s behaviour in
public, do we distract attention from their economic circumstances or the institution-
alized behaviour of the police and the criminal justice system? People may be harmed
if their interests are not reflected in research, perhaps sometimes as surely as if they
were physically or psychologically damaged. It was argued at one time, for example,
that the tendency for sociological research to concentrate on the behaviour and atti-
tudes of working-class people was just one more facet of social control.

Another problem is the use to which our research findings are put – often com-
pletely unintended by the researchers themselves. Findings may be interpreted in
ways that are much to the disadvantage of the researched. Some research on poverty,
for example, intended by the researchers to demonstrate the hardships and difficul-
ties of living on low incomes, has been interpreted by others as demonstrating that
the problem is not insufficient income but the ways in which the income is spent.
Can we absolve ourselves from blame by indicating that this is not what we intended
our research to be used for? Are social scientists absolved from blame because the
unintended use of their research does not have the fatal or harmful consequences of,
say, the unintended misuse of chemical and physical research? In other words, if we
say that our research should not harm anyone, we have to be very clear about what
we mean by harm.

We have raised a number of questions in this section, and we shall raise more in
the remainder of the chapter. We hope we have failed to answer most of them. This
is because of the position we take on the nature of ethical dilemmas. We are inclined
towards a relativist position: that there are a large number of ethical imperatives,
sometimes in conflict with each other, and that knowing that there can be ethical
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arguments against a course of action does not absolve the individual from considering
the consequences of taking or refraining from the action. Others, however, may take
a more absolutist position: that some things are in themselves wrong and should
never be done, whatever the consequences. We have also tried to indicate that even
the basic concepts used when discussing ethics, such as ‘harm’ or ‘consent’, need
themselves to be problematized: that what is meant by ‘harm’, for instance, can be
a very narrow range of physical and/or mental outcomes, or a very broad range
which includes remote social and political effects.

PPoolliittiiccss  aanndd  RReesseeaarrcchh

Intelligence and the Politics of ‘Race’
Intelligence tests are often portrayed as imperfect but in principle relatively neutral
measures of an underlying quality inherent in people. However, the decision to mea-
sure a quality of people – expressing the concept that people differ in important ways
with respect to that quality – is not a neutral act but one with political significance.
Intelligence tests form a particularly obvious example of the political masquerading
as the scientific, because their origins are blatantly political and embody the assump-
tions of particular periods of history. ‘The interpretation of IQ data has always taken
place, as it must, in a social and political context, and the validity of the data cannot
be fully assessed without reference to that context. That is in general true of social
science’ (Kamin, 1977: 16).

The concept of ‘intelligence’ – general mental ability – and the desire to measure
it, and classify the population with respect to it, predate the invention of the tests
which are the means by which the measurement may be made. From the mid-
nineteenth century there was growing neo-Darwinist concern about the deterioration
of the ‘national stock’ – the notion that the physical and mental quality of the popu-
lation was systematically declining. This was fuelled by military defeats abroad (for
example, the defeat of Gordon at Khartoum), the poor physical condition of army
recruits at the time of the Boer War, and the increasingly successful encroachment
of Germany and the USA into areas of commerce and industry which had been seen
as a British preserve.

‘Deterioration’ was seen as a multi-faceted condition of the disreputable poor:
physical unfitness, ‘mental inferiority’, ‘pauperism’, prostitution, insanity, crime and
delinquency were all seen as elements in a single ‘weakening of the stock’ with a
common genetic origin. As the middle classes and the ‘respectable’ poor were begin-
ning to limit family size, while the disreputable poor still bred without constraint, it
was posited that bad hereditary traits were driving out good ones and the nation as a
whole was declining in the same way that poorly bred cattle decline. A particular
worry came to be people of low intelligence – ‘feeble-minded’ was the term used at
the time – whose numbers became apparent with the introduction of universal
schooling at the end of the nineteenth century.

The first IQ test, in 1905, was designed in France to pick out those children who
were considered unteachable from those who were just badly taught, and it was a
relatively pragmatic and untheorized object. It came into a social world which was
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very ready for it, however; a world in which the identification of ‘defectives’ and the
monitoring and control of their rate of breeding was seen as of very great importance.
The first promise of the test, to North American and British eyes, was that it at last
provided a way of identifying ‘borderline defectives’, those with intelligence not much
below the norm but who, in the eyes of eugenic scientists, were seen as fast and irre-
sponsible breeders, likely to pollute and dilute the national stock, the gene pool.

in the near future intelligence tests will bring tens of thousands of these high-grade defec-
tives under the surveillance and protection of society. This will ultimately result in curtail-
ing the reproducing of feeble-mindedness and in the elimination of an enormous amount of
crime, pauperism and industrial inefficiency. (Terman, 1916: 16–17)

Thus the tests were welcomed as the first defence against what was seen as a very
real ‘threat from within’. Another group who welcomed them were those respons-
ible for defence against the ‘threat from outside’ – the officials responsible for immi-
gration control in the USA, where the problem of ‘contamination of the national
stock’ was seen as even more severe than in the UK. Within the USA, eugenicists
identified pockets of ‘bad stock’, where it was claimed that the inbreeding of ‘degen-
erates’ was spreading the disease of mental deficiency, pauperism, prostitution and
crime. Immigration was the other problem, for it was firmly believed that ‘races’ dif-
fered in their innate ability. It was claimed that borderline mental deficiency

is very common among Spanish-Indian and Mexican families of the Southwest and also
among Negroes. Their dullness seems racial, or at least inherent in the family stocks from
which they come … The whole question of racial differences in mental traits will have to
be taken up again … The writer predicts that when this is done there will be discovered
enormously significant racial differences which cannot be wiped out by any scheme of
mental culture. (Terman, 1916: 91–2)

When the same methods of investigation were applied to the different kinds of
European who were attempting to migrate to the USA, it turned out that white Northern
Europeans of protestant stock stood at the peak of the intellectual pyramid, and other
(e.g. Mediterranean) nationalities some way behind them. This gave a scientific method
and a scientific justification for regulating immigration to preserve the quality of the
population. Official control over immigration began with an Act of 1875 barring
‘coolies, convicts and prostitutes’, but ‘lunatics’ and ‘idiots’ were added to the list in
1882, ‘epileptics’and ‘insane persons’ in 1903, ‘imbeciles’and ‘feeble-minded persons’
in 1907, and ‘persons of constitutional psychopathic inferiority’ in 1917 – demonstrating,
among other things, the changes that were occurring in psychological terminology.

There arose a public clamour for some form of ‘quality control’ over the inflow of
immigrants. At first this took the form of a demand for a literacy test; but it could
scarcely be doubted that the new science of mental testing, which proclaimed its
ability to measure innate intelligence, would be called into the nation’s service. The
first volunteer was Henry Goddard, who, in 1912, was invited by the United States
Public Health Service to administer the Binet test and supplementary performance
tests to representatives of what he called ‘the great mass of average immigrants’. The
results were sure to produce grave concern in the minds of thoughtful citizens. The
test results established that 83 per cent of the Jews, 80 per cent of the Hungarians,
79 per cent of the Italians and 87 per cent of the Russians were ‘feeble-minded’. By
1917 Goddard was able to report:
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that the number of aliens deported because of feeble-mindedness … increased approximately
350 per cent in 1913 and 5670 per cent in 1914 … This was due to the untiring efforts of
the physicians who were inspired by the belief that mental tests could be used for the detec-
tion of feeble-minded aliens. (Kamin, 1977: 31)

The same tests, and others developed later, were very widely administered within the
USA during and after the First World War, and it was their results that provided the
first ‘scientific evidence’ for the alleged racial inferiority of Americans of African
origin, something which was not of concern at the time but has since been elevated
to a major scientific and political controversy. Carl Brigham, then an assistant pro-
fessor at Princeton, developed a theory of races which paralleled and borrowed from
what was being written in Germany at the time. He distinguished between people of
‘Nordic’, ‘Alpine’ and ‘Mediterranean’ origin, characterizing Nordics as rulers and
aristocrats and Alpines as peasants and serfs. These ideas were widely taken up for
a time, and they naturally allied themselves with the same sort of gratuitous anti-
Semitism that characterized similar writing in Germany:

we have no separate intelligence distribution for Jews … [but] our army sample of immi-
grants from Russia is at least one half Jewish … Our figures … tend to disprove the popu-
lar belief that the Jew is intelligent … he has the head form, stature and colour of his Slavic
neighbours. He is an Alpine Slav. (Brigham, 1923: 190)

The point we are making is not only that the tests were employed for political pur-
poses, but also their use was scientifically illegitimate – a fact that was pointed out
at the time but had little impact in the contemporary political climate. The employ-
ment of intelligence for this purpose was grounded in the discovery that certain
populations tended on average to score less than ‘native Americans’ (by which term
the proponents of the theory would have meant white settlers, not ‘American Indians’);
the differences were of the order of 10–15 score points, or one standard deviation. The
plain fact is, however, that the tests of the time were not sufficiently precise for a dif-
ference of this order to be meaningfully attributed to genetic inferiority (and nor are
current tests), for a number of reasons:

1 Although some attempt was made to overcome the problem, there can be no
doubt that those for whom English was not a first language were at a disadvantage.
Those who were functionally illiterate in American English will have included a
disproportionate number of people from impoverished homes, including immi-
grants and citizens of African origin.

2 The items of which the tests were made up were selected as representing the
familiar and common-sense world – but the familiar world of British and white
North American people, not of Mexicans or Spaniards or Greeks.

3 The whole notion of test-taking, as we shall see below, is tied up with a certain
approach to schooling. Those who came from other cultures may well not have
learned this particular skill. (Few modern-day testers put the effects of practicing
‘intelligence tests in general’ at less than 10–15 score points.)

4 The best marks on tests go to those who are fundamentally motivated towards
individual competition and keyed up to show themselves at their best (without
being disruptively over-anxious). This state of mind, and the rules of the ‘game’
which demand it, are characteristic of people in advanced capitalist societies and
much less characteristic of peasant ones.
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5 Tests generally have a time limit within which the items have to be completed.
This expresses and draws on a cultural norm of getting things done in a set time,
which is much more common in advanced industrial societies, where time domi-
nates the day’s activities, than in non-industrial societies, where precise timing has
less meaning.

In other words, the observed differences are as likely as not to be cultural, due to
environment and upbringing rather than innate condition. Beyond this, the use of the
tests for this purpose betrays the political stance of the scientists who advocated it,
if only by their use or misuse of evidence. Sometimes the misuse is willful. Brigham,
for example, somehow managed to cling on to a ‘racial’ theory of intelligence, even
in the teeth of evidence that immigrants who had been in the USA for some time
scored no worse than ‘native’ Americans. Sometimes the misuse is more subtle, but
it still constitutes misuse. The tests of the 1930s showed a gender difference, for
example. This was not hailed as a great discovery, but identified as a fault in the tests
at a time when gender differences were not acceptable in this respect and eliminated
by re-selection of items. When a ‘racial’ difference is found, however, it is hailed as
a great discovery. Both reflect what was politically acceptable at the time.

AAccttiivviittyy  1122..11  ((55  mmiinnuutteess))

Spend a few minutes thinking about what you have just read. Is the racism
which has been displayed by intelligence testers – the tendency to cling to lines
of argument even against evidence or valid criticism, and the use of tests to the
deliberate disadvantage of people of certain ethnic origins – something which
is avoidable, or is it inherent in the tests?

Make a note of your response before you continue.

It certainly still seems to be true that the concept of intelligence lends itself particu-
larly well to the identification of supposed genetic differences between ‘races’ (itself
a problematic and politicized concept here), and the faults of the tests are all too
easily forgotten. (See Jensen, 1972, 1973, for an example of similar-sized differ-
ences in mean scores being interpreted as genetic inferiority.) In principle, however, a
culture-fair test is possible (though it has yet to be shown how one can be constructed
in practice), and certainly a culture-fair attitude within tests and among test-
constructors is something which they themselves generally seek. A great deal of effort
has been expended on trying to build tests which are not dependent on language or
culturally common knowledge. Thus one might be inclined to argue that many of the
problems arise from the misuse of tests by administrators and officials (though with
the encouragement of scientists).

However, the point remains that the concept of intelligence emanates from a par-
ticular period of history in response to the perceived problems of that period.
Historically its development has been much bound up with inequalities of race and
class. Whether the concept would have been thought useful in a history where these
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particular inequalities were not crucial elements of social structure remains open to
question. The need for the test, the concepts out of which it grew and the perceived
social problems which these concepts addressed, grew up together to yield the tests
and the concepts that we now employ. These concepts and this way of looking at
people is now more or less taken for granted, part of the ‘cultural stock of knowl-
edge’. Whether present-day psychologists, who have grown up with quite different
perceived problems, would have found a need for such tests and such concepts if
they were not already a strong part of the discipline’s ‘knowledge’, is not something
we can readily determine.

Intelligence, Achievement and the Politics of Class
So far in this chapter we have looked at ‘individualistic’ ethics – the responsibility
of the researcher for the ‘subjects’ of the research. We have examined the patent use
of research concepts and their operationalized measures for political purposes. (It is
the existence of the operationalized measure which makes the political action poss-
ible; if there were no tests of intelligence, groups could not be segregated or excluded
on the basis of it.) Now we return to the measurement of intellectual potential and
actual attainment, to look at a more subtle aspect of the way that research is
grounded in politics.

We have seen that intelligence tests have been used for political purposes,
though this use may perhaps not be inherent in their theory and construction.
Achievement tests, by comparison, appear politically neutral; they simply test
whether a form of teaching has ‘taken’ and a content been ‘delivered’. There is a
sense, however, in which both kinds of test play their part in the essentially political
process, whereby a form of society reproduces itself. Both can be seen as elements
in a discourse that is prevalent in our society – a discourse that defines people as nec-
essarily having a place on a continuum of intelligence. Even if intelligence tests are
not used, people are judged and classified on this criterion, and the attributed intel-
ligence of a child is used to define the type of education to which he or she is
exposed.

Intelligence testing grew up initially in reaction to fears about people seen as
inherently ‘feeble-minded’, stoked by the introduction of mass schooling, which
made it possible to count their numbers. Binet originally denied that the test he devised
in 1905 was suitable for anything other than this specific purpose, but by 1908 it was
being used to calibrate the development of ‘normal’ children, and the concept of the
intelligence quotient as a measure standardized for chronological age was developed
two years later. The measurement of intelligence as a routine way of identifying
potentially able pupils took a little longer to become established, but eventually it
became a standard feature of the schooling system.

Schools became an important part of the state/societal mechanism for maintaining
order and discipline as the UK became increasingly an industrial society. Schooling
which had previously been denied to working-class children began sometimes to be
available, in one form or another, during the eighteenth century, but without any
evidence of intent to gather up and socialize a whole social class; this was distinctively
a nineteenth-century phenomenon. The factory system undermined the traditional
family to some extent – the family of agriculture or cottage industry, with children
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socialized to production at home – and the traditional skills that might have been
learned at home became increasingly inappropriate in an era of rapidly changing
methods. Schools came to be seen as necessary, therefore, for the teaching of new
skills, including basic literacy and numeracy. More important to those who were
active in establishing schooling for working-class children, the school was a medium
of socialization, including gender differentiation. It taught ‘habits of industry’ and
accustomed male children to the discipline necessary for factory work, while giving
female children the skills needed for domestic labour. It accustomed children to sys-
tematic, routine and often dull work and brought them to regard it as a normal part
of life. It was also a chance to convey the moral precepts of the work ethic, directly
through instruction or indirectly by example. In other words, it was a site of power
in the sense in which Foucault (for example, 1982) often uses the term – a place
where people can be moulded into understanding the world in the way in which the
shaper wants them to understand it and behaving habitually in accordance with that
view of the world. Schools may inculcate critical enquiry, but while doing so they
also set the parameters of the society within which this enquiry is to take place.

This is not to suggest that schooling became some sort of monolithic repressive
mechanism, aimed at the working class. Indeed, the same period was one of working-
class struggle for education and access to schooling. Education was not just some-
thing imposed from above; its value was well realized by working-class people, and
there was considerable individual and collective striving to make it more available to
working-class children. Education became a major means of upward mobility for
working-class children and made a wide range of occupations available to them which
would previously have been beyond their reach. However, none of this changed the
basic structure of the society. It changed the likelihood of particular people filling
particular positions within it, and constructed thereby a fundamentally more open
society, but the broad pattern of social structures and social relations remained
unchanged.

Perhaps even more important, both for mobility and for the preservation of the
social structure, education became a ‘site of classification’ – a mechanism whereby
emerging adults could be assigned their place in the scheme of things. Testing is
inseparable from our concept of schooling; one important function of schooling is
the rank-ordering of children with regard to their abilities, by teachers’ informal
reports and by public examination. More insidiously, school plays a part in assign-
ing some children to higher-grade occupations and others to lower ones by a process
of self-shaping. Perceiving themselves as succeeding or failing in the tasks which
schools set them and which are necessary for the successful completion of public
examinations, children come to think of themselves as able or less able, suitable or
not suitable for the higher reaches, as successes or failures. This process may occur
even in schools which have a conscious rhetoric and policy of encouraging all
children. Despite the efforts of teachers, some children succeed in the system and
some fail in it; it is in the nature of the schooling system that children have to be
located on a success/failure dimension. Because middle-class children have an advan-
tage over working-class children in the ‘schooling game’ – they come into school
‘knowing the rules’, or at least some of them – the process of education is not a polit-
ically neutral one. Middle-class children are more familiar with the objects and proce-
dures relevant to schooling – books, pencils, reading, counting, drawing, computers.
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Middle-class parents tend to worry more (and to more effect) about how their
children are labelled at school, to interact more with teachers to secure their children’s
advantage and to have the resources to supply additional schooling when the child
appears ‘not to be thriving’ during the regular school day. They also tend to have
more freedom to direct their children to schools according to their standing and more
knowledge or access to knowledge on which such decisions can be based.

The development of intelligence testing in the first two decades of the twentieth
century opened up the way to further stratification and the direction of children to
types of school ‘consonant with their needs and abilities’ rather than just according
to their parents’ ability to pay. By about 1925 the division of schooling into ‘academic’
and ‘vocational’ was well advanced, and intelligence tests were well established as
a way of determining which track should be followed. This process reached its most
visible form in the tripartite system of grammar, technical and secondary modern
schools which most Local Education Authorities established following the
Education Act of 1944; here intelligence testing came into its own as a means of
selecting the best children, irrespective of parents’ ability to pay. There is research
evidence that working-class children were still less likely to enter grammar schools
than middle-class children of the same measured ability, but the tests acted in a more
‘class-fair’ manner than, for example, head teachers’ recommendations. While we
have retreated to some extent from this extreme separation over the past 30 years,
vocational tracking still occurs in school practices (streaming and setting), in the
nature of the curricula and in the nature of the examinations for which children ‘of
different abilities’ are entered.

Achievement testing acts similarly to intelligence testing to differentiate, classify
and assign pupils. The examination (and continuous assessment is included in this
concept) provides documentation on the person and his or her abilities. The outcome
of school practice – differential curricula, examining, profiling, testing – is therefore
to produce a well-divided and ordered society. It does not necessarily preserve the
status quo in the sense that only the children of advantaged parents finish up in
advantaged positions (though there is a strong element of this), but it does tend to
maintain the general shape and hierarchical nature of the society within which it is
set. The existence of these divisions and the importance of correct allocation is the
justification for a whole range of professional experts – teachers, lecturers, educa-
tional psychologists, sociologists of education. They in their turn have a stake in
what these divisions shall be and some measure of power in determining what sort
of people shall finish up in each of them.

School tests and examinations may be seen as arising out of, and at the same time
reinforcing and reproducing, a particular discourse or way of viewing people and
their social relations – one inherently typical of and adaptive for capitalist forms of
social organization. Individuals are posited as truly individual rather than social, mak-
ing their own decisions and ‘naturally’ in competition. They are seen as variously
endowed, and it is this endowment which is seen as determining where they will finish
up in the power hierarchy (but the fact that social background – class of origin – is
part of this ‘endowment’ tends to be glossed over). The individual, in turn, is seen as
being made up of – ‘possessing’ – qualities which are measurable and which enable
us to compare one individual with another. During the period of industrialization a new
‘knowledge-base’ grew up around this increasingly dominant view of human nature,
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which eventually became the disciplines of ‘individual’ and ‘social’ psychology –
terms developed to describe the human subject, and concepts developed in these
terms which allowed the measurement of the subject’s ‘interior state’.

This leads us to the most important feature of the discourse: that it is aimed at the
management of individuals. Mostly, it posits human beings as perfectible or change-
able or curable by manipulation of their qualities or attributes. At the same time, it
assigns them their place in society by reference to these qualities or attributes. Thus
the activity of testing, however scientific its form, is far from neutral politically. It
may form a ladder by which the few transcend their class position, but for the majority
it reproduces the structure of society unchanged.

To say this is not necessarily to criticize it or denounce it as unjust, but to identify
one of its functions, as an institution which permits upward mobility but tends on the
whole to maintain the stability of the social system. The same point may be made
about a much wider range of research areas – the criminal justice system, health,
community care, income maintenance – all of which are grounded in existing social
institutions which generate and are maintained by particular discourses, particular
models of what people and the social order are like and what may be taken for
granted about them.

PPoolliittiiccss,,  IIddeeoollooggyy  aanndd  ‘‘RReesseeaarrcchh  SSttyyllee’’

We have just looked at how theory, concepts and operationalized measures can
embody ideologies or discourses, models of the world and of how questions about it
are legitimately framed. Thus a line of research can be so imbued with a particular
(unacknowledged) worldview that its conclusions must fall within that worldview
and reinforce or validate it. In this section we shall look at the whole way in which
research is conducted. It has been argued, as we shall see, that the ‘stance’ adopted
in research itself expresses (and serves to validate) a particular model of how the
social world is and should be.

It has been argued that to adopt one research style or ‘stance’ in preference to
another is an implicitly political act, because research styles are not neutral or inter-
changeable: they embody implicit models of what the social world is like or should
be like and of what counts as knowledge and how to get it:

Methods and methodology are not simply techniques and rationales for the conduct of
research. Rather they must be understood in relation to specific historical, cultural, ideo-
logical and other contexts … when one ponders the questions – what methods will I use in
my study? or, why was a certain method used for a given study? – these are not simply tech-
nical issues … (Reinharz, 1983:162–3)

In this section we shall explore a common criticism of ‘conventional’ research in the
form in which it has been developed by feminist scholars and researchers. We should
point out that the critique is by no means specific to feminism; elements of it have
been expressed over the past 20 years by researchers in a number of quite disparate
disciplines. (For a developed version emanating from humanistic psychology, for
example, see Reason and Rowan, 1981.) Nor are we necessarily arguing that there is
a distinctive ‘feminist research methodology’. Feminist scholarship is one place,
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however, where issues of politics and power in research have been particularly
sharply developed, and the discussion that follows owes a great deal to it. Two con-
cepts of power are involved in our discussion of this scholarship: the direct power of
the researcher over those researched, and the power of the researcher to ‘set the
agenda’ of the research and declare and disseminate the results.

AAccttiivviittyy  1133..22  ((55  mmiinnuutteess))

Think about the Reinharz quotation above and marshal your ideas about what
form such an argument might take.

The arguments that feminists have put forward have tended to involve two separate
(though related) issues. First, there is the criticism of quantitative research which
conceives of itself as ‘scientific’, objective, value-free – the criticism of positivism.
Feminists (and others) have argued that such research does not discover what the
social world is like, but rather imposes its own conceptual schema on to the social
world. A case in point would be social mobility research in the 1970s and 1980s,
which declared women unimportant both for examining rates of social mobility over
time and for theorizing about social mobility, rather than discovering that they were
unimportant. (See Abbott and Sapsford (1987a) for a discussion of this.) Sociological
theory defined women as dependent on male heads of households and therefore out-
side the concerns of class theory. Conversely, accepting that the social differences
between men and women were natural (biological) and inevitable, sociology did not
see sexual divisions as an area of sociological concern and defined the work that
women did in the domestic sphere as of no sociological interest. When Ann Oakley
wanted to start research on housework in the late 1960s, for example, she found it
very difficult to find a supervisor and have the topic accepted, because housework
was seen quite simply as something trivial, not something that constituted any sort
of sociological problem. It was a very common experience of women sociology and
psychology students in the 1960s and 1970s (and often still is today) to find a dis-
juncture between ‘experience of the world … and the theoretical schemes available to
think about it in’ (Smith, 1974: 7); large areas of their lives and much of what really
concerned them were declared non-existent, trivial, peripheral, not on the agenda for
research or theory.

Feminists and others have argued that methods whose strength lies in the testing
of theory are not suitable tools for research intended to develop new theory. Quanti-
tative research is designed to obtain answers to researchers’ questions; it does not
yield an understanding of people’s lives in depth nor, generally, leave space for them
to indicate what they regard as the important questions. Quantitative methods typically
isolate ‘variables’ for study, independent of the context in which they make sense
and the sense which is made of them in that context: ‘Concepts, environments, social
interactions are all simplified by methods which lift them out of their context, strip-
ping them of the very complexity that characterizes them in the real world’ (Parlee,
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1979: 131). Such criticism led to a call for relatively unstructured, qualitative methods
which will ‘take women’s experience into account’, explore the basis of women’s
everyday knowledge, let women ‘speak for themselves’ without the prejudgement and
prestructuring of prior theory.

Positivistic science itself may reasonably be seen as expressing a discourse, a
model of what truth is and how it is to be ascertained. The ‘rules’ of scientific dis-
course are that disputes are settled on the basis of evidence and logic – evidence in
the form of careful, repeatable measurements whose relevance to the dispute can be
readily justified, and logical argument from that evidence to a conclusion. These are
the dominant ‘rules of truth’ in our current culture – the ‘respectable’ grounds on
which arguments may be won. To say that something expresses a discourse is not to
say that it is wrong; everything expresses some discourse, is framed according to
some set of rules. The force of the scientific discourse, however, is to divert prob-
lematic issues from the arena of political debate – to ‘depoliticize’ them. ‘Science’
is not just a body of knowledge acquired for its own sake, but the basis of techniques
which are used to solve problems. By accepting that certain kinds of issue are
amenable to scientific solution – ‘matters of fact’ – we empower experts both to act
on our behalf and ultimately to determine what our ‘best interests’ are. A part of the
control, which this establishment of expertise exerts, is achieved

by taking what is essentially a political problem, removing it from the realm of political dis-
course, and recasting it in the neutral language of science. Once this is accomplished the
problems have become technical ones … the language of reform is, from the outset, an
essential component … Where there [is] resistance or failure … his [is] construed as further
proof of the need to reinforce and extend the power of experts. (Foucault, 1982: 196)

The second criticism that feminists (and others) have raised is that much research is
exploitative and oppressive – that it consists in a researcher with power controlling
and manipulating ‘subjects’ for whom a better term might be ‘objects’. Ann Oakley
has raised as political/ethical the issue of the treatment of respondents in survey
research, asking them identical questions in a set order and not being able to respond
to issues they raise for fear of disturbing the standardized nature of the proceedings –
in other words, treating human beings as like the objects of, e.g., research in physics
or chemistry. This criticism is not confined to quantitative research, however; con-
ventional participant observation research and ‘unstructured’ interview studies also
come under fire. The process of research has been likened by some feminist schol-
ars to the process of rape:

the researchers take, hit, and run. They intrude into their subjects’ privacy, disrupt their
perceptions, utilize false pretences, manipulate the relationship, and give little or nothing
in return. When the needs of the researchers are satisfied, they break off contact with the
subject. (Reinharz, 1979: 95)

Thus research is criticized for the way it exercises power over its ‘subjects’. A further
criticism, however, might concern the power of the researcher to determine what is
important in the situation, what needs researching, what the problem is. Here again
the ‘conventional’ researcher has near-total autonomy and those who are researched
may have little input (particularly in quantitative research).

These two criticisms have led some feminists and other researchers to call for
fully collaborative research and the displacement of ‘the researcher’ from the control
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of the research process – or even, sometimes, for the abandonment of research in
favour of participation in social action. As Maria Mies (1983) argues:

The vertical relationship between researcher and ‘research objects’, the view from above,
must be replaced by the view from below …

… the hierarchical research situation as such defeats the very purpose of research: it creates
an acute distrust in the ‘research objects’ … It has been observed that the data thus gathered
often reflect ‘expected behaviour’ rather than real behaviour …

[However,] Women, who are committed to the cause of women’s liberation, cannot stop at
this result. They cannot be satisfied with giving the social sciences better, more authentic
and more relevant data. The ethical-political significance of the view from below cannot be
separated from the scientific one …

The contemplative, uninvolved ‘spectator knowledge’ must be replaced by active partici-
pation in actions, movements and struggles … Research must become an integral part of
such struggles. (Mies, 1983, in Hammersley, 1993: 68–9)

AAccttiivviittyy  1133..33  ((55  mmiinnuutteess))

What problems do you see with the ‘collaborative’ approach to research? Spend
a few minutes thinking about how it could be put into operation and what the
implications would be for the researcher and the research.

Four problems occur to us:

l We are inclined to think that adoption of a fully collaborative stance as an ethical
imperative would abolish research into ‘theory’ and the use of research as an aid
to scholarship and the development of ideas. If researchers are to avoid ‘using’
people for the researchers’ purposes and confine their attention to helping to
solve participants’ problems, then all research becomes applied research. It is not
clear, even, whether the researcher can initiate the research, or whether he or she
has to wait to be ‘commissioned’.

2 The adoption of a fully collaborative stance probably abolishes the role of
researcher altogether. If the researcher is in no ‘privileged’ position – has no par-
ticular say in the planning of the research, no particular ‘ownership’ of the data,
no special rights to use the material for publication – then it is difficult to see
what he or she brings to the situation other than technical knowledge. Now, one
may argue that researchers make their name and their living from studying the
problems and miseries of others, and that the abolition of the role would be no
bad thing, but one has to be clear that this is one possible consequence of this line
of argument. We cannot take an authoritative position on this issue; as academics,
we find it difficult to argue for the abolition of the academic role.

3 Most important of all, it is not clear that full power-sharing is possible, even in
principle. In the extreme version of the collaborative stance, all participants are
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to be equal, and the researcher’s knowledge gives him or her no special position
but has to be shared. ‘Informed consent’, in this position, involves the sharing of
knowledge and experience so that all participants have the same power of under-
standing. Arguably, however, this would mean putting all participants through the
same history of academic and research training and experience as the researcher
has undergone, which is impractical and would not be desired by the participants.
To the extent that it is not done, the power of knowledge necessarily remains with
the researcher.

4 There is also the question of whom the researcher is collaborating with and who
has given ‘informed consent’. Research often involves several groups, where
interests may not be the same; collaborating with one group may even reinforce
power relationships, even if the research is intended to benefit all groups
involved. For example, collaborative research with social workers into their prac-
tice still leaves the clients as research ‘objects’.

We raise these objections not to decry the collaborative stance – we think that those
who advocate it have alerted us to some very important ethical considerations, and
that research should be strongly influenced by them – but to suggest that there are no
easy answers to ethical and political dilemmas in research as in most walks of life.

OOvveerrvviieeww  ooff  IIssssuueess

We began this chapter with a discussion of research ethics, and this is where we have
also finished up, but a lot of ground has been covered in between. We started with
important questions of ‘individualistic’ ethics – for example, the design of research
so that subjects/respondents/informants/participants are not harmed by it. We then
went on, however, to look beneath the surface of the theories that are researched and
the measures that are derived from them. It is easy to work as if qualities such as
‘intelligence’, ‘achievement’ or ‘class’ exist in some sense which is difficult to define
but unproblematic, so that the problem is how to measure them. However, we looked
at the background, history and usage of these variables to examine how the concepts
have grown up, not as academic abstractions but ways of describing the social world
for particular purposes. We discovered that social construction is an aspect of their
‘existence’: that they arise from certain theories or ideologies or discourses/world
models and incorporate the assumptions implicit in their origins. The ‘grand abstrac-
tions’ of social science are not ‘existent things’, but ways of describing and abstract-
ing from and characterizing the real ‘existent things’ – people and their social
relations – and the notion that they might be constructed for a purpose, and deliber-
ately or unwittingly incorporate theories about the social world, should come as no
surprise. Going on to look at our own usual way of conceptualizing research as an
activity, we found that even here there are taken-for-granted assumptions about the
nature of the social world and the proper (‘natural’, ‘inevitable’) way that power and
knowledge are distributed which are built into the way the enterprise is conducted
and can shape its outcomes.

In other words, in looking at research papers or conducting your own research you need
to be sensitive to the ‘taken-for-granted’. Taken-for-granted ways of conceptualizing
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a problem area (or even taken-for-granted ways of conceptualizing aspects of social
behaviour as ‘belonging’ to certain problem areas) shape how the problem is formu-
lated, which restricts what can conceivably come out as results of any study under-
taken. (Even more interesting, perhaps, is the way that disciplines and applied areas
declare some questions to be ‘real’ problems and others as peripheral, trivial or ‘not
on the agenda’. Some selection has to be made – not everything can be researched –
but the omissions sometimes add up to a systematic exclusion of some set of inter-
ests or points of view.) The question of the kinds of people who do and should appear
in the sample again reflects a model of the social world with respect to the problem
which has been formulated, as does the method of data collection adopted, the form
of analysis chosen and even the form in which we choose to promulgate results and
conclusions. In a sense, this is not a criticism, because it is a general statement about
all conceivable research projects and all conceivable research reports. It is not pos-
sible to work in a vacuum; at the same time as some aspects of a situation are prob-
lematized, others must be taken for granted. However, an important aspect of the
conduct of research, and an even more important aspect of reading research reports,
is thinking about precisely what has been taken for granted and how it affects the
conclusions.

The point has also been made that the use of existing and accepted methods of
research, grounded in the ‘knowledge base’ of a discipline, may sometimes amount
to taking sides in a potential dispute. We have used social class as an example of how
gender issues may be prejudged, and intelligence and attainment as examples of
implicit and (sometimes) unconscious prejudgement of issues related to ‘race’ and
social class. It is inevitable that most research will proceed along established lines
and within established paradigms – we cannot for ever question everything – and it
is true that to use ‘unconventional’ methods and theoretical bases is equally to take
sides. We need where possible, however, to identify what is being taken for granted
in the methods we use and the disciplinary knowledge in which they are grounded.

CCoonncclluussiioonn

This chapter has used the example of research into intelligence and
achievement to make its points. The overall ‘message’, however, is that all
research can be viewed from this kind of perspective and is open to this
kind of critique. A major debate in research on the criminal justice
system, for example, has been the ways in which social class is ignored
or hidden or taken for granted in its analyses, while in sociology there
have been significant criticisms of the ways in which social class has been
both theorized and operationalized, resulting not just in the exclusion and
marginalization of women but serving to justify (albeit unintentionally) a
social structure in which women are subordinated to men. Research on
families, health and community care is rightly, some would say, attacked
for the way in which it tends to take for granted a particular set of relations
between the genders and across the generations, thereby naturalizing
women’s work in the domestic sphere. Feminist research into the position 
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(Conclusion continued)

of women has been attacked for its tendency to ignore the important
dimension of ethnic origins and for leaving in the shadows issues of mas-
culinity. It is always a relevant form of critique to uncover the buried
assumptions taken for granted by a piece of research, if only to show that
they make no difference to the credibility of the conclusions. In other
words, we need to be careful that something that is a political problem
associated with the research is not turned into a technical problem, or
indeed taken for granted as solved because of the research methods and
design that are employed.
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RReesseeaarrcchh  PPrrooppoossaall  AAccttiivviittyy  1133

This chapter has emphasized that ethics and politics are closely interconnected.
It has also emphasized that both of them underlie all the decisions we make
about research. Therefore, ethical and political issues need to be anticipated and
addressed from the outset. By the time research has been carried out and a
report published, it is too late to undo damage. In formulating a proposal for
research, it is important to consider the questions given below. In doing so, it is
useful to distinguish between ‘micro’ issues (for example, ‘Are research proce-
dures likely to harm particular individuals?’) and ‘macro’ issues (for example,
‘Does the research problem, as formulated, marginalize certain groups?’), and
between the explicit (for example, ‘What is the potential impact of data collec-
tion on the everyday lives of individuals?’) and the implicit (for example, ‘What
are the taken-for-granted assumptions in the research problem as formulated?).
Key questions are as follows:

1 Are there ethical and/or political issues involved in the choice of research
problem or the selection of particular samples to the exclusion of others (for
example, in highlighting the interests of certain groups and ignoring those
of other groups)?

2 Is the research sponsored, and are sponsors influencing the way in which
the research problem is being defined, the way in which the research is
designed, or the ways in which the data are likely to be interpreted and used.
Should measures be taken to reduce the sponsors’ influence? If so, what
measures?
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3 Is it anticipated that subjects of research will be harmed (for example, by
research procedures such as withholding treatment from some subjects)? If
so, does it matter that they are harmed? For example, is it believed that
benefits derived from the research will outweigh potential harm to subjects?
Is it considered that the research subjects do not deserve protection from
investigative social research?

4 If it is felt that subjects should be protected, what precautions can be taken
to reduce or prevent harm (for example, promises of confidentiality or
anonymity)?

5 Should consent be obtained before research is carried out? If so, from whom
should this consent be obtained (for example, from subjects themselves, or
from gatekeepers to such subjects)?
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